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Abstract— Digital forensics analysis is a slow process mainly
due to the large amount and variety of data. Some forensic tools
help categorize files by type and allow automatization of tasks,
like named entity recognition (NER). NER is a key component
in many natural language processing (NLP) applications, such
as relation extraction (RE) and information retrieval. The intro-
duction of neural networks and transformer architectures in the
last few years made it possible to develop more accurate models
in different languages. This work proposes a reproducible setup
to build a forensic pipeline for information extraction using NLP
of texts. Our results show that it is possible to develop both NER
and RE models in any language and tune its hyper-parameters
to achieve state-of-art performance and build comprehensive
knowledge graphs, decreasing the amount of time required for
human supervision and review. We also find that solving this
task in phases can further improve the performance, not only
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for digital investigation applications, but also for general-purpose
information extraction and analysis.

Index Terms— Digital forensics, named entity recognition
(NER), natural language processing (NLP), relation extraction
(RE), transformers.

I. INTRODUCTION

TEXT data play an important role in every forensic analy-
sis process. Most of the data in the cyber world is unstruc-

tured, consisting of texts, photos and videos. Even though
the digital forensic process model is not standardized, there
is an abstract-level consensus surrounding it. Kohn et. al [1]
proposed an overview of the most significant models described
over the years, consisting of six processes: documentation,
preparation, incident, incident response, digital forensic inves-
tigation, and presentation. This article focuses on improving
the efficiency of the digital forensic investigation process (as
shown in Fig. 1), which is based on several examination and
analysis subprocesses. These processes require a great amount
of time and effort to be completed and the process as a whole
could benefit from a structured computational solution.

In this context, natural language processing (NLP) algo-
rithms became a relevant approach to deal with such huge
and diverse volume of data and to extract useful insights [2].
More specifically, named entity recognition (NER) systems
have been adopted by several languages to extract entities
such as locations, organizations and people. These entities
alone can lead to the identification of key elements of an
investigation, for example. However, a more refined analysis
could benefit from the extraction of relations between entities,
like the member of an organization, a list of relatives, or the
location a crime took place.

The recent advances in deep neural networks have enabled
researchers to develop more powerful NLP models based on
BERT [3], which can then be fine-tuned for better performance
in specific tasks. Multiple tasks can benefit from this, including
NER and RE. With a couple of thousand sentences, a new NLP
model can be finetuned from a pretrained BERT-based model
in any language, overcoming the performance of traditional
approaches that do not use neural networks.

Training a new NER or RE model usually requires
many annotated data, following either a supervised learn-
ing paradigm or a distantly supervised learning paradigm.
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Fig. 1. Digital forensics investigation process.

Some preprocessing techniques are often necessary to prepare
the data and achieve better results. Nevertheless, there are
tools that already offer functional models for several lan-
guages and use cases, like SpaCy [4]. To build a customized
workflow for specific applications or goals, these tools may
not be sufficient nor achieve the desired results in practice.
Therefore, a more personalized approach is useful in such
cases.

In this work, it is proposed a knowledge-based informa-
tion retrieval system that combines NER and RE models
enhanced by neural networks and transformers architectures.
These models with a baseline setup were compared with new
ones obtained from hyper-parameters tuning for English and
Portuguese. Preliminary results showed that it was possible
to improve a Portuguese NER model on the Paramopama [5]
corpus by 2%. By outputting entities and their relations in
the form of an interactive graph, it was demonstrated how
the pipeline can help to automate the information extraction
analysis, not only in the fields of digital forensics and digital
investigation, but also for big data analytics and business
intelligence applications.

Despite the good preliminary results achieved, the perfor-
mance of the models proposed in this work is deeply depen-
dent on the quality of the datasets used for training. Additional
cleaning and other preprocessing steps are usually required
to start developing a good NLP model, and these steps may
demand great effort and time. Besides, some scenarios and
domain-specific data are harder to process, like social media
content and chat conversations. The results presented in this
article for different application scenarios considered structured
texts, without any typography or grammar errors, which may
not be sufficient for some other applications. Long texts tend to
present complex relations between named entities, which are
not always in the same sentence, making it difficult to predict
and extract semantic relationships. Extracting information for
multilingual texts is also a great challenge. In this work,
English and Portuguese NLP models and applications were
prioritized over other languages, mainly due to the relevance
of the English language worldwide and the lack of support for
Portuguese in many NLP applications.

The rest of this article is structured as follows. In Section II,
it is introduced the most relevant related work regarding NER,
relation extraction (RE) and information extraction systems.
Then, in Section III, we discuss the steps that make up our
proposed IE pipeline. Preprocessing steps used for training
and NLP models are described in Section IV, including the
parameters used for training both NER and RE models.
Section V shows the relation schemas adopted in this work,
including node and relationship types. A baseline setup, along-
side some experiments with transformers for NER and RE,
is presented in Section VI. Results are presented and discussed

in Section VII. Finally, Section VIII presents the conclusions
of this research.

II. RELATED WORK

Currently, BERT-based architectures have become a stan-
dard for several natural language processing (NLP) applica-
tions, including NER and RE, for instance.

A. Digital Forensics

Nowadays, huge amounts of heterogeneous data have
become the new normal all over the cyberworld. Due to this
fact, investigating cybercrimes is a task undoubtedly difficult
and time consuming. Caviglione et al. [6] explore the future
of digital forensics and discuss how to maintain societies
secure and pursue criminals effectively. Similar aspects are
discussed by Ukwen and Karabatak [7], addressing a review
of NLP-based systems in digital forensics and cybersecurity,
to serve as a basis for researchers and practitioners in these
fields and also to provide a roadmap for the future.

In this context, technology has been an important ally in
the fight against crime. In particular, some softwares help
investigators and security experts save time and be more pro-
ductive, like the IPED (digital evidence processor and indexer)
tool [8]. IPED is an open-source software developed by digital
forensic experts from Brazilian Federal Police that can be used
to process and analyze digital evidence, often seized at crime
scenes by law enforcement or in a corporate investigation by
private examiners. It offers several functionalities for digital
forensics, like language detection, signature analysis, audio
transcription, and NER, for example. However, some modules
do not yet support other languages or use cases, like the
NER module, which does not offer support for Portuguese
out of the box. We hope that the results of our work will
serve as a basis for the integration of new NLP models in the
tool, in particular to meet the demand for text analysis and
information extraction in Portuguese.

Van Baar et al. [9] explore different implementations of
the digital forensic process and analyze factors that impact
the efficiency of this process. They point out that digital
investigators should not be tasked with system administrative
tasks. In the traditional process, they are responsible for the
entire investigation environment, which leads to a lot of admin-
istrative overhead. Besides, digital investigators are either
underqualified or overqualified for many of the tasks they
often perform. That is why it was proposed a Digital Forensics
as a Service (DFaaS) model. In the DFaaS setup, digital
investigators focus on the forensics tasks (seizing material and
extracting data from it), whereas the extracted data is sent to
a centralized system that automatically extracts informations
from the data and give this information back to investigators
and analysts (which also proves to be effective especially in
the era of big data [10]). Nevertheless, their proposed systems
lack descriptions on specific tasks that could be automated
by the centralized system. For instance, no details of machine
learning solutions or NLP models were mentioned. DFaaS is a
new way of working and cooperating, particularly for govern-
mental organizations, that can be adapted to support artificial
intelligence, dynamic reporting, and other solutions [11].
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B. Named Entity Recognition

Junior et al. [5] presented a new NE-tagged corpora for
Brazilian Portuguese named Paramopama, due to the lack of
corpus for this language. They also evaluated the quality of
the dataset by measuring precision, recall, and F-measure of a
NER classifier trained on this corpus. Their results show that
their dataset has yielded better results than other well-known
Portuguese NE-tagged corpora. However, by the time of their
publication, there was not a BERT transformer that could be
used to boost performance.

Schmitt et al. [12] compared the performance of some well-
known NER softwares on the market, such as Stanford NLP,
NLTK, Spacy, and OpenNLP. Their goal was to address the
difficulty encountered by NLP practitioners to clearly and
objectively identify which software performs the best, due
to the lack of transparency preventing the reproducibility of
experiments. The comparison was limited to fewer entity types
and languages, mainly English.

Considering the advent of such architectures, in [13] it
is proposed a methodology to improve the performance of
NER systems in every language. They made experiments over
five different datasets, using two high-resourced languages
(English and Spanish) and three low-resourced languages
(Croatian, Slovene, and Finnish), managing to improve the
state-of-the-art F-Score for them. However, this work did not
contemplate how to tune hyper-parameters for the models nor
how to preprocess the datasets.

In [14], it is presented a new NER dataset for Brazilian Por-
tuguese legal texts, consisting of six entity types: person, legal
cases, time, location, legislation, and organization. The authors
also presented a model for NER trained over a long short-term
memory and conditional random fields (LSTM-CRF) architec-
ture with the LeNER-Br dataset, which achieved an average
F-Score of 86%. However, their corpus is domain-specific and
does not work very well for general-purpose NER applications.

New transformer-based state-of-the-art NER models have
emerged in recent years. FLERT [15] introduces a way to
capture document-level features to enhance performance by
modeling document context. Another approach is proposed
by [16], which uses an Automated Concatenation of Embed-
dings (ACE) mechanism to extract better pretrained contex-
tualized embeddings of word representations for structured
prediction tasks. FLERT is a strong baseline for NER, while
the ACE model is the current state-of-the-art for NER in the
CoNLL03 benchmark [17], with a F-Score of 94.6%.

C. Relation Extraction

Early efforts in RE had focus on predicting relationships
between entities within a given sentence by modeling the
possible interactions [18]. This approach does not consider
interactions between sentences or distant entities in the text.
Extracting relations on document-level is a considerably more
difficult task, since several sentences and their relations must
be considered [19]. Nevertheless, both approaches are useful
in different scenarios and sentence-level relation extraction
is usually easier and faster to implement as part of an NLP
system [20].

In [20] it is proposed BERT-based models for RE, demon-
strating how these models can achieve the state-of-the-art
performance without external features, serving as the basis
for future work on other downstream tasks. However, they
did not explore further improvements for the models on the
experimental setup, as such for example feature engineering
techniques and hyper-parameters tuning.

Han et al. [21] created an open-source and extensible
framework to implement neural models for RE. Thanks to their
design pattern, they showed it is easy to extend the production-
ready available models that come with the framework and to
train custom models based on other datasets in any language.
Since the focus of their work was on the RE part, they did
not release details on how to extract the entities in the text or
to build a customized NER system, leaving that part for the
users.

Lately, different models have achieved state-of-the-art per-
formance on relation classification benchmarks. In particu-
lar, the work of [22] introduces an improved baseline for
relation classification by adopting new ways of representing
entities. More specifically, the authors show that the typed
entity marker (TEM) entity representation technique yields
better results when compared with the entity marker (EM)
technique. This approach outperforms another strong baseline
proposed by [23], that introduced a new training setup called
matching the blanks (MTB), which relies on entity resolution
annotations.

A new paradigm for relation classification is proposed by
Lyu and Chen [24], who argue that the existing methods
regard all relations as the candidate relations for a pair of
entities, neglecting the restrictions on candidate relations by
entity types. Thus, they propose a new model, called RECENT,
which exploits entity types to restrict candidate relations.
This is the current state-of-the-art RE model evaluated on the
TACRED benchmark [25], with a F-Score of 75.2%.

D. NLP With BERT

The era of social networks and big data made room for sev-
eral NLP applications in the last years. More specifically, auto-
matic text summarization became a fundamental step to extract
significant information from different sources. Ma et al. [26]
created a topic-aware extractive summarization model based
on BERT, which is able to gather contextual representations
to explore topic inference, generating consistent topics with
the state-of-the-art results.

In [27] it is presented a BERT-based model that aims
to identify speech acts as means to comprehend the com-
municative intention of a speaker. The proposed model
achieved an accuracy of 77.52%, outperforming other base-
lines approaches. Nevertheless, this work focused on develop-
ing a speech act for Twitter, assessing the content and intent
of tweets, and not extending their analysis for other domains.

Polignano et al. [28] trained a BERT language understand-
ing model for the Italian language (AlBERTo), focused on the
language used in social networks, specifically on Twitter. The
model is able to evaluate three sentiment analysis sub-tasks
for the Italian language:
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1) Subjectivity Classification: To decide whether a given
message is subjective or objective;

2) Polarity Classification: To decide whether a given mes-
sage is of positive, negative, neutral, or mixed sentiment;

3) Irony Detection: To decide whether a given message is
ironic or not.

Despite achieving good results, AlBERTo was designed
with a very specific choice: tweets in the Italian language.
Therefore, this model does not perform well on other NLP
tasks, nor on other languages.

The work of [29] introduces BioBERT, which is a domain-
specific language representation model pre-trained on large
scale biomedical corpora. With almost the same architecture
across tasks, the authors show that BioBERT outperforms
BERT in a variety of biomedical text mining tasks, including
NER (0.62% F1 score improvement), biomedical RE (2.80%
F1 score improvement), and biomedical question answering
(12.24% mean reciprocal rank improvement.) Similar to other
domain-specific NLP models, BioBERT is restricted to some
applications, evidently, in this case, to the biomedical field and
related areas.

The work of [30] demonstrates the application of BERT to
coreference resolution, achieving strong improvements on this
task for the English language. According to their experiments,
the authors state that BERT-large is particularly better than
BERT-base at distinguishing between related but distinct enti-
ties, even though there is still room for improvement in mod-
eling document-level context to deal with spread-out clusters.
Another improvement for the coreference resolution task is
proposed by [31], via an “entity equalization” mechanism. The
key element of their approach is to capture properties of entity
clusters and use those in the resolution process using BERT
embeddings. Future work for their approach also includes the
plan to further enrich these representations by considering
information from across the document.

SpanBERT [32] is a pretrained language model based on
the transformer. It extends BERT by incorporating a training
objective of span prediction and achieves improved perfor-
mance on coreference resolution (CR) and RE. Another model,
LUKE [33], pretrains the language model on both large text
corpora and knowledge graphs (KGs). It adds frequent entities
into the vocabulary and proposes an entity-aware self-attention
mechanism. LUKE achieves the state-of-the-art performance
on several entity-related tasks, such as NER and RE. A
similar language representation model, ERNIE, was proposed
by [34]. It incorporates KGs to enhance language represen-
tation with external knowledge, establishing a good baseline
for knowledge-driven tasks. However, it still underperforms
LUKE and other state-of-the-art models. The work of [35]
presented the first public large-scale pretrained language model
for English Tweets, named BERTweet. It achieves the state-
of-the-art performance on Tweet NLP tasks, including NER
and text classification.

III. METHODOLOGY

We propose in this work a pipeline for information extrac-
tion consisting of several components. The architecture of

the proposed pipeline is shown in Fig. 2. Each one of the
components is described as follows.

A. Step 1: Preprocessing

The first step of the information extraction system is called
preprocessing and it refers to the tasks made prior to process-
ing the input data through the pipeline. In our work, this
step corresponds to data collection and model training and
fine-tuning.

The data collection task refers to the acquisition of the
text data that will be processed by the information extraction
pipeline in the next steps. The data may come from a variety
of sources, including databases, websites, chats, or documents,
to name a few. A forensics approach can be used here to collect
this data, and it is recommended to clean the data as much
as possible, removing unnecessary information and reviewing
the texts to generate good results by the end of the pipeline
IE process.

The model training and fine-tuning task refers to the training
and fine-tuning of the NLP models used in the IE pipeline. The
main NLP models proposed in the next steps are task-specific,
including models for coreference resolution, NER, and RE.
It is recommended to train and fine-tune NLP models for a
specific domain or application to achieve the best possible
results. The models’ language is also a pertinent factor that
should be considered during this task.

B. Step 2: Text Input Data

The second component of the IE system is characterized
by text input data (Fig. 2). This data can be anything, from
news articles to social media chats, for example. There is not
a limitation for the language type present in the input texts.
However, some NER and RE models were trained on specific
languages only, and therefore may not perform as well in other
languages. Some multilingual models can be used to overcome
this limitation, as we will discuss later. Ideally, the input data
must be free of typographical and grammatical errors to output
better results in the subsequent steps.

C. Step 3: Named Entity Input and Coreference Resolution

Step 2 of the processing pipeline as shown in Fig. 2 consists
of two optional components: named entity input (NEI) and CR.
NEI can help improve the model output by forcing it to take
into account some entities considered relevant for the task at
hand. Since the NER models have limited and frequently dif-
ferent labels for the entities they recognize, it may be important
to include some entities manually. Moreover, CR may help
improve the accuracy of the RE model in Step 5, since the
identification of antecedent chains can output cleaner relation
pairs and less ambiguous text [36].

D. Step 4: Named Entity Recognition Model Selection

In Step 4 (Fig. 2), we select one of our trained NER
models to be used for Entity Extraction in Step 5. The models
differ from each other in the language they were trained on,
in the types of entities they are able to recognize and in
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Fig. 2. Information extraction pipeline architecture.

their performance. All NER models were fine-tuned on BERT
and its derivatives, like ELECTRA [37] and RoBERTa [38],
for example. The model selection is strictly related to the
data’s input language from Step 1. If the input language is
known beforehand, it is recommended to select a NER model
fine-tuned for that particular language, given the fact that
non-multilingual models may not perform well on different
languages. However, if the input language is unknown, or if it
is composed of multilingual documents, a multilingual model
may perform well for most languages.

E. Step 5: Named Entity Extraction

Once the underlying NER model is selected, entities in the
input data are recognized and extracted in Step 5 (Fig. 2),
generating a list of all entities that will later be used to feed
the RE models. Usually, some cleaning process is applied in
this step with the intent of removing duplicated entity mentions
from the final entities list. This is desirable to generate a more
concise and efficient graph visualization. However, it also may
be desirable to keep a record of how many times the same
entity was mentioned in a document or across documents, for
example.

F. Step 6: Relation Extraction Model Selection

Step 6 (Fig. 2) consists of choosing an appropriate RE
model to be applied over the named entities extracted from
the previous step. Three RE models were used, including
two for English texts and one for Portuguese texts. Similar
to NER models, they differ from each other in the types
of relations they can recognize. Therefore, it is crucial to
select a RE model for the target language, since for this step,
no multilingual RE models were conceived. Besides, different
RE models have different sets of predefined relations. This
means that applying different RE models over the same input
text may output different relations between entities in the text,
some of which may be detected by one of them and not
by the other, or they both may detect the same relation but
with different names or confidence scores. It also means that
this is an interactive process and most of the time it may be
desirable to apply more than one RE model over the same text
input in order to combine outputs and extract more relevant
informations.

G. Step 7: Relationship Extraction

After choosing an appropriate RE model, the relations
between entity pairs are extracted in Step 7 (Fig. 2), generating
a list of entities and their corresponding relations, if any.
The RE output for a pair of entities is usually represented
in the form of a triplet: (e1, rel, e2), where e1 is
the source Entity, e2 is the target entity, and rel is the
predicted relation between them. This output format facilitates
the construction of a directed graph; however, it is necessary
to note that some relations only exist in one direction. For
example, in the sentence “John is the father of Daniel,” there
are two possible outcomes: (John, father, Daniel)
and (Daniel, parent, John). A RE model may have
these two predefined relations, whereas others may have only
one of them. Therefore, it is important to consider both
directions (source entity <-> target entity) and
decide whether the output is relevant for both of them, only
one of them or none of them. Some RE models are able to
detect when there is no relation between a pair of entities
at all, while others will output some predefined relation with
a low confidence score. This characteristic is related to how
the model was trained and with which data and predefined
relations set.

H. Step 8: Graph Database

Step 8 (Fig. 2) corresponds to the storage process for
the entities and relations extracted from the previous steps.
This data is usually stored in a graph database, but it can
be as easily stored in traditional relational and nonrelational
databases. The data format is flexible and it may be defined
by the interested user. A JavaScript Object Notation (JSON)
is usually a good option format since it can be exported for
several different applications and it is extensively used in web
applications.

I. Step 9: Graph Visualization

Step 9 (Fig. 2) is the output of the proposed system, in
the form of an interactive graph, in which nodes represent
named entities and edges represent the relations between them.
A graph visualization helps analysts and investigators with an
overview of all relevant insights obtained from the input data,
making it easy to create filters, plots, and detailed reports.
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Fig. 3. CR example.

For consistency purposes, it is important to have a set of
predefined relations between named entity types. In this way,
it is easier to search similar relationships across different
documents mentioning related entities and plot them together
in the same graph, for instance.

IV. PREPROCESSING

To achieve the output shown in Fig. 2 as a graph visualiza-
tion, several NLP steps had to be implemented. Fig. 3 shows
an example of how the coreference model works with a text
input.

A. Coreference Resolution

The model essentially searches the text based on parsing
and morphological dependencies to replace proper nouns and
possessive pronouns with their respective terms. In the exam-
ple of the Fig. 3, “He,” in the second phrase, was replaced
by its original reference, “Einstein.” For this part, we used
Neuralcoref [39], which uses the corpora of the CoNLL-2012
shared task [40] and a neural net scoring model described
in [41]. Since the original repository only includes production-
ready support for the English language, applications of CR
were not considered in this work for other languages.

However, it is possible to train a CR model based on [39]
for other languages, provided an annotated dataset in the
target language and some modifications on the loading and
parsing scripts. For Portuguese, corpora [42] and [43] are good
options to train a new coreference model. Further experiments
to expand the CR model to support Portuguese were not
considered in this work due to the fact that it would require a
significant understanding of the language parse trees to reach
an acceptable identification of mentions, which is out of our
scope.

B. Named Entity Input

NEI can help improve the model output by forcing it
to take into account some entities considered relevant for
the task at hand. Since the NER models have limited and
frequently different labels for the entities they recognize,
it may be important to include some entities manually. Spacy,
for example, enables the use of a custom Entity Ruler based
on a token-level or document-level matcher to identify and
label entities in the input text. Traditional regular expressions
matching is also supported, making it easy and often useful
to highlight words of interest within the text.

TABLE I

DATASETS USED FOR NER

TABLE II

RE MODELS

C. Named Entity Recognition Corpora

Regarding the NER model training, a couple of pretrained
BERT derivative transformers were used, to fine-tune them
with custom datasets for this matter. Table I shows some infor-
mation about the datasets used for NER fine-tuning [44], [45].

As shown in Table I, the datasets used for NER were in
two languages: Portuguese [44] and English [45]. We chose
to focus on these languages because there are not many
production-level solutions for Portuguese NER yet, we also
added English because it is widely used worldwide and
because of its relevance in texts over the Internet and social
media.

For First HAREM, Mini HAREM, Second HAREM, and
Paramopama corpora, the training, development, and test
splits were 60%, 20%, and 20%, respectively. For the others
(LeNER-Br, CoNLL03 and WNUT17) we adopted the splits
from their original sources.

The tagging scheme used for NER corpora was the IOB
scheme [50], in which all data files contain one word per line
with empty lines representing sentence boundaries. At the end
of the line, there is a tag that expresses whether the current
word is the beginning of an entity (B), inside an entity (I),
or not an entity at all (O). Here it is an example sentence

Albert B-PER
Einstein I-PER

was O
in O

Germany B-LOC
. O.

D. Relation Extraction Corpora

For the RE stage, we used three different models, as shown
in Table II.

The framework behind RE operates over four different pos-
sible approaches: sentence-level RE, bag-level RE, document-
level RE, and few-shot RE. Han et al. [21] explain the
fundamental differences between each approach. In our work,
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Fig. 4. DBPedia relations schema (adapted from [51]).

we prioritized sentence-level RE since our training dataset was
based on sentences, besides this being the primary approach
adopted by [21]. However, it is simple to select another option
based on the characteristics of the data being analyzed.

For the DBPedia corpus [53], the training, Validation, and
test split were 60%, 20%, and 20%, respectively. For the Wiki
corpus [52], we used the splits provided by [54], and the splits
for TACRED are described in [25].

The data format required to train a RE model with [54]
is a text file in which each line is a JSON (JavaScript
Object Notation) object containing a list of tokens, two entities
with their respective position indexes in the sentence and the
relation label between them. Both Wiki and TACRED models
were trained on English data, whereas the DBPedia model
was developed over a Portuguese corpus. Figs. 4–6 show the
possible relationships between entity types for DBPedia, Wiki,
and TACRED, respectively.

V. RELATIONS SCHEMAS

In this section, we present the relations schemas used in our
work. We created three schemas, each of which is represented
in the form of a graph, and developed a model based on each
one (Table II).

A. DBPedia Relations Schema

For our DBPedia schema, as shown in Fig. 4, there are nine
different types of predefined relationships (including a other
class) between three node classes: person, organization, and
location.

B. Wiki Relations Schema

Our Wiki schema (Fig. 5) presents 25 relationship classes
and four node classes (person, organization, location, and
miscellaneous).

C. TACRED Relations Schema

Our TACRED schema consists of 42 relation classes
(including a no_relation class) and five entity classes as
nodes (person, organization, location, date, and miscella-
neous), as shown in Fig. 6. The original dataset [25] contains
other entity classes (CITY, COUNTRY, and NUMBER, for
example) that were converted to one of our proposed entity

Fig. 5. Wiki relations schema (adapted from [52]).

Fig. 6. TACRED relations schema (adapted from [25]).

classes for practical applications. In Section VI-B, we evaluate
the model’s performance based on this schema. However,
in Section VII-E, we present results based on the original
version of TACRED for a fair comparison with other models.

VI. BASELINE SETUP

This section presents the main results for NER and RE
experiments using common hyper-parameters for training.

A. NER Results
To establish a performance comparison between the datasets

used for NER fine-tuning and different transformer models,
we made an experiment with some common hyper-parameters.
Table III shows the hyper-parameters used for training the
models, Table IV shows the overall results for Portuguese
models, and Table V shows the overall results for English mod-
els, whereas Fig. 7 compares Precision, Recall, and F-Score
values for Portuguese NER systems and Fig. 8 compares Pre-
cision, Recall, and F-Score values for English NER systems,
respectively.

Authorized licensed use limited to: UNIVERSIDADE DE BRASILIA. Downloaded on January 25,2023 at 15:11:30 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS

TABLE III

HYPER-PARAMETERS VALUES USED TO TRAIN THE NER MODELS

TABLE IV

OVERALL RESULTS FOR NER SYSTEMS FOR PORTUGUESE

TABLE V

OVERALL RESULTS FOR NER SYSTEMS FOR ENGLISH

As we can see from the results shown in Tables IV and V,
the best models for Portuguese were the ones trained on
WikiNER and Paramopama datasets, with F-Scores of 90%
and 89%, respectively. For English, the best ones were
based on RoBERTa and DistilRoBERTa transformers over
the CoNLL03 corpus, with F-Scores of 92% and 91%,
respectively.

The results may vary depending mainly on the corpus used
for training and the base transformer adopted. For example,
we chose to present the WNUT17 [49] corpus since it is
composed of social media texts, containing many words and
expressions that are not present on the other datasets. This
allows us to obtain a model that performs better on NER for

Fig. 7. Precision, recall, and F-Score output for Portuguese NER systems.

Fig. 8. Precision, recall, and F-Score output for English NER systems.

social media texts, even though it may not perform as well
in other domains. The same occurs with the LeNER-Br cor-
pus, which is based on brazilian legal documents, containing
entities that only make sense in such texts.

In practice, apart from the final scores, choosing the best
model requires knowledge about the nature of the input text.
Some corpus allow flexibility for several domains, while others
achieve the state-of-the-art results for a specific domain.

B. Relation Extraction Results
The hyper-parameters used for training the DBPedia and

Wiki RE models, presented in Table VI, yielded the results
shown in Table VII, with a micro F1 score of 84%, 88%, and
79% on the test sets of the DBPedia RE model, the Wiki RE
model and the TACRED RE model, respectively. All models
were trained based on Sentence-Level RE, with a BERT-based
transformer for the target language.
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TABLE VI

HYPER-PARAMETERS VALUES USED TO TRAIN THE RE MODELS

TABLE VII

OVERALL RESULTS FOR RE SYSTEMS

TABLE VIII

TOOLS USED FOR EACH NLP TASK

VII. RESULTS AND DISCUSSION

This section summarizes the main topics of our work,
including the results of hyper-parameters tuning for Portuguese
named entity recognition and examples of the pipeline applica-
tion for a complete flow of information extraction for English
and Portuguese. Table VIII shows the tools and versions used
for each NLP task.

A. Hyper-Parameters Tuning
To achieve better results and an optimal model for NER in

Portuguese, we ran some tests with different hyper-parameters.
English models were not considered for this task since they
already show the state-of-the-art results for many transformer
architectures and different annotated corpora. In this sense,
our focus was to choose a Portuguese corpus that allows us
to run multiple tests and yet achieve good performance with
a reasonable amount of time required for training.

TABLE IX

TUNED HYPER-PARAMETERS FOR NER IN PORTUGUESE

TABLE X

HYPER-PARAMETERS TUNING RESULTS

Fig. 9. Pipeline application example flow.

We chose the Paramopama corpus as the input data for
training, since it was one of the best performing corpus for
Portuguese in our tests, and it is significantly smaller than the
original WikiNER corpus. Table IX shows the tuned hyper-
parameters for this corpus and Table X shows the NER model
training output using these hyper-parameters for Portuguese.

We were able to achieve an improvement of about 2% for
the F-Score metric by just analyzing the best hyper-parameters
for the model. This setup is not guaranteed to be the best,
since we did not test all possible combinations of parameters
for training. However, it is a considerable improvement for a
state-of-the-art NER model for the Portuguese language.

B. Pipeline Application

Once the models were properly fine-tuned, we were able
to apply the full pipeline architecture to process text data
and store them in a graph database. To better understand
the processing flow, we will present four examples, two for
Portuguese (described in Section VII-C) and two for English
(described in Section VII-D).

Fig. 9 shows the complete flow of NLP for these examples.
Firstly, the input text data are analyzed to determine in which
language it was written. If English is the language of the data,
a CR model is applied to enhance entity recognition. The next
step is to input named entities manually or by following a
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Fig. 10. NER for Scenario 1 (einstein.txt).

Fig. 11. NER for Scenario 1 (germano.txt).

pattern or rule to obtain more entities, although being an
optional step. Then, a specific NER model is selected for better
performance based on the language determined in the previous
step. Once the named entities are recognized and extracted,
a relationship model is applied between them, generating an
output in the form of a JSON file that can then be easily
imported into a graph knowledge application or database.

For better post-processing information retrieval, each
node (entity) and edge (relationship) contain some metadata.
Regarding the nodes, their entity types and the documents
or texts they originated from are stored. For edges, the
relationship type and its confidence level are stored for
further analysis. Hence, with the aid of a query language,
it is possible to filter relationships and extract information in
a more granular way.

C. Scenario 1: Information Extraction for Portuguese

For this example, suppose a forensics analysis was made
over a suspect’s computer. Thanks to IPED, all digital assets

found were categorized and labeled according to its content
type. Consequently, the text files (which are the target of
our NLP work) could be easily accessed and processed to
begin the information extraction. Two files were considered
for this task: einstein.txt, which contains an overview of Albert
Einstein’s life, and germano.txt, containing descriptions about
the suspect’s rivals in the crime world.

1) Language Detection: IPED’s language detection mod-
ule stated that the language of both files’ contents was
Portuguese; therefore, to extract the named entities from the
text, a Portuguese NER system was chosen; in this case,
a NER system obtained from the Paramopama corpus using
the BERTimbau [55] transformer.

2) Named Entity Input: Since we suspect that there may
be mentions of drugs in the text, especially because drug
dealing is a relevant concern for law enforcement agencies,
we used a list containing the names of several drugs for the
NEI step. Besides, IPED is also able to detect mentions of
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money quantities and cryptocurrencies addresses in the text,
so we also included these entity types in our analysis.

3) Coreference Resolution: As shown in Fig. 9, this step
was skipped for the Portuguese scenario for two reasons:
it is an optional step and to the best of our knowledge,
currently, there are no publicly available tools for CR for
Portuguese. We leave that part for future work, as discussed
in Sections IV and VIII.

4) Named Entity Recognition and Extraction:
Figs. 10 and 11 show the output of our NER system for both
files (einstein.txt and germano.txt). We can see that the NER
system was able to correctly identify several entities in the
text, including the names of people, organizations, locations,
drugs, cryptocurrencies’ addresses, money values, and dates.
The system attributed different colors based on the entities’
types, making it easier to differentiate them.

5) Relationship Model Selection and RE: After the entities
were extracted, it is time to configure a RE model and apply
it. Since it is a Portuguese text, the DBPedia model was
used, following the schema presented in Fig. 4, to detect
relationships between entity pairs. Since the DBPedia RE
model is based on sentence-level, the document was split into
sentences for better performance while deciding which pairs
of entities should yield better relationships.

6) Graph Visualization: Once the valid relationships are
extracted, a JSON file is generated containing all enti-
ties and relationships from the text. This file can then be
imported in a graph visualization application, like Neo4j [58].
Figs. 12 and 13 show a graph visualization based on the out-
put of our information extraction system. Since the DBPedia
schema only contains relationships for three entity types
(person, organization, and location), we filtered the results
to show only nodes with relationships between them, leaving
other entities (like Drug, for example) out.

D. Scenario 2: Information Extraction for English
This second example is similar to the previous one, with two

peculiarities: the addition of a CR step and two RE models
for English. Suppose, now, that two other key files for the
investigation were found on the suspect’s computer, named
corona.txt and heroes.txt.

1) Language Detection: IPED has identified that, unlike the
previous files, these ones were written in English.

2) Named Entity Input: The first file’s content (corona.txt)
is about the Coronavirus, so a regular expression was used in
the NEI step to detect all mentions of words that contain the
term “virus,” creating, thus, a new entity category for these
words. For the second file (heroes.txt), there were no NEIs.

3) Coreference Resolution: Before feeding the NER system,
the texts were submitted to a CR model, which intends to
remove duplicate entity mentions and improve the overall
results. Fig. 14 shows the coreference chains for corona.txt
identified by the CR system: chain 0, which refers to the
word “Coronavirus,” chain 1, which refers to David Tyrrel,
and chain 2, which refers to the virologist June Almeida.
Since chain 0 refers to the term and not the virus itself,
we chose not to resolve it in this example. The other chains,
however, were resolved to the root term. For heroes.txt a bigger

Fig. 12. Scenario 1 (einstein.txt) graph output for DBPedia RE model.

Fig. 13. Scenario 1 (germano.txt) graph output for DBPedia RE model.

number of coreference chains were identified, as shown in
Fig. 15. The main references that were resolved for this file
include mentions of “Wayne” and “Bruce” (resolved to “Bruce
Wayne”), as well as “Clark” (resolved to “Clark Kent”),
“Barry” (resolved to “Barry Allen”), “Oliver” (resolved to
“Oliver Queen”) and “Iris” (resolved to “Iris West”).

4) NER Model Selection and Named Entity Extraction: The
next step in our NLP flow is to select an appropriate NER
model for the input text. For these examples, we used System 1
from Table V. Figs. 16 and 17 show the output of the NER
system for both of them. Again, we can see that all relevant
entities were correctly identified and classified according to
their type, including the new Virus category.

5) Relationship Model Selection and RE: Now it is time
to extract the relationships between the entities found. For
this part, we used two different models for English (Wiki
and TACRED) and outputed their results separately, for each
example (corona.txt and heroes.txt).

6) Graph Visualization: For the corona.txt file, Fig. 18
shows the graph visualization for the Wiki RE model, and
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Fig. 14. Scenario 2 (corona.txt) coreference resolution.

Fig. 15. Scenario 2 (heroes.txt) coreference resolution.

Fig. 16. NER for Scenario 2 (corona.txt).

Authorized licensed use limited to: UNIVERSIDADE DE BRASILIA. Downloaded on January 25,2023 at 15:11:30 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

RODRIGUES et al.: NLP APPLIED TO FORENSICS INFORMATION EXTRACTION WITH TRANSFORMERS AND GRAPH VISUALIZATION 13

Fig. 17. NER for scenario 2 (heroes.txt).

Fig. 18. Scenario 2 (corona.txt) graph output for Wiki RE model.

Fig. 19 shows the graph visualization for the TACRED RE
model, respectively. We can notice that the Wiki RE model was
able to detect several relevant relationships, like the relatives
of June Almeida, her field of work, and work location, for
example. The TACRED model also achieved good results, with
the benefit of being able to detect relationships for Date entity
types, like June’s date of birth and date of death. This can be a
key information when dealing with forensics and when trying
to understand the chronology of facts under investigation, for
example. For the heroes.txt file, Fig. 20 shows the graph
visualization for the Wiki RE model, and Fig. 21 shows
the graph visualization for the TACRED RE model. Both
outputs achieved good results, with the detection of relevant
relations, like the occupation, residence, work location, and
family members of the persons in the file’s content. The
TACRED RE model was able to extract the ages mentioned
in the text for Barry Allen and Kara, the cause of death

Fig. 19. Scenario 2 (corona.txt) graph output for TACRED RE model.

and date of death for Robert Queen and dates of death for
Bruce’s parents (not detected by the Wiki model). However,
the Wiki model correctly detected Kara’s residence in Krypton
and Barry Allen’s occupation as a CSI (both missed by the
TACRED model).

Often, in practice, it may be relevant to switch between
different NER and RE systems to detect and analyze as many
relations as possible, specially because longer texts tend to
contain complex relations between entities. Even though the
outputs showed in Figs. 18 and 19 and in Figs. 20 and 21 are
similar, they can complement each other and provide better
results.

E. Comparison With the State-of-the-Art
In this section, we compare our implementations of NER

and RE models with some state-of-the-art models from the
literature. Table XI and Fig. 22 show the comparisons of NER
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Fig. 20. Scenario 2 (heroes.txt) graph output for Wiki RE model.

TABLE XI

COMPARISON OF OUR RESULTS FOR NER WITH THE STATE-OF-THE-ART

models, whereas Table XII and Fig. 23 show the comparisons
of RE models.

For the NER task, we compare our best models for Mini
HAREM, Paramopama, LeNER-Br, CoNLL03, and WNUT17
with the current state-of-the-art. We did not find current
relevant results for the First and Second HAREM collections,
nor for the Portuguese WikiNER corpus, so we did not include
these collections in our comparisons. For the Paramopama
dataset, we compare the previous state-of-the-art (LSTM-CRF
model) with our model before hyper-parameters tuning
(BERT-PT) and after hyper-parameters tuning (BERT-PTHT).
Our fine-tuned model outperforms the previous state-of-the-
art, achieving a new standard for Portuguese NER in this
dataset.

For the CoNLL03 dataset, we compare our model with three
others. The ACE model [16] is the current state-of-the-art for

Fig. 21. Scenario 2 (heroes.txt) graph output for TACRED RE model.

Fig. 22. Comparison between our NER models and the state-of-the-art. The
y-axis show different state-of-the-art models and their corresponding F-Scores
are shown in the x-axis. Different datasets are represented by different colors.

NER on CoNLL03. Nevertheless, we would like to point out
that these models were fine-tuned for a longer period of time
if compared with our solution, since we limited the number of
epochs to 20 in our experiments for practical reasons, while
most of the state-of-the-art NER models usually adopt 50
epochs for training. In addition, the codes for FLERT [15],
LUKE [33], and ACE [16] were released to the commu-
nity, which means that their results can be easily replicated
and applied to different datasets with some modifications.
Regarding the WNUT17 benchmark, the BERTweet model
significantly outperforms ours, achieving a F-Score of 56.5%.
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TABLE XII

COMPARISON OF OUR RESULTS FOR RE WITH THE STATE-OF-THE-ART

Fig. 23. Comparison between our RE models and the state-of-the-art. The
y-axis show the different state-of-the-art models and their corresponding
F-Scores are shown in the x-axis. Different datasets are represented by
different colors.

Nevertheless, BERTweet was pretrained on a large domain-
specific corpus, whereas we used a general-purpose model for
the same task.

For the task of RE, since the Wiki dataset used in our work
is not an official benchmark, we did not use it for comparison.
In addition, because our implementation of the TACRED
dataset required some modifications in the original dataset for
practical purposes, as explained in Section V, we decided to
train two new models with the original dataset to establish
a fair comparison with the current state-of-the-art. The first
TACRED model, BERTEM, uses an EM described by [23],
which is the same method we used previously with all the RE
models. The second TACRED model, BERTTEM, uses a TEM
described in [22]. We also included the results on our modified
version of TACRED (M-TACRED) at the bottom of Table XII
for comparison. For M-TACRED, we included the result of

our BERT model with EM from Section VI and the result for
the same base model trained with TEM, which achieved an
improvement of 1.5% in the F-Measure.

For the DBPedia RE models’ comparison, we were not
able to find other works that used the same dataset and the
same group of relation classes. Because of that, we chose
to compare it only with the original implementation [51].
Our BERT-PTTEM model significantly outperforms the pre-
vious state-of-the-art for the original DBPedia model, which
was based on a K-Nearest-Neighbors (KNN) model. Both of
our TACRED RE models also achieved good performances,
outperforming other approaches, but still a little behind the
current state-of-the-art. However, our models are based on
BERT-Base, which has significantly less parameters than
BERT-Large and other large transformers.

VIII. CONCLUSION

This article proposed a systematic solution for information
extraction through natural language processing of text data.
We showed that named entity recognition (NER) is a common
task to gather specific token types like persons, organizations,
and locations. The advent of transformers made it easier
to create state-of-the-art performing models fine-tuned for
multiple tasks, including NER and RE.

Nevertheless, these cutting-edge models are not yet imple-
mented for some applications, as of some forensic tools.
In addition, as far as we are aware, there are not many
solutions available for Portuguese yet, with most of the
efforts being concentrated in the English language. We also
demonstrated, however, that the availability of new transformer
models for Portuguese, like BERTimbau, with the appropriate
corpora, made it possible to fine-tune new models and achieve
the state-of-the-art performance in any language.

Finally, we were able to train several NER models for both
Portuguese and English with great performances, with the two
best ones being the Portuguese model trained on Paramopama
(F-Score of 91%) and the English model trained on CoNLL03
(F-Score of 92%). For the RE part, we trained a new model
for Portuguese based on the DBPedia corpus, achieving a
F-Score of 86%.

Future work for further improvements with information
retrieval using NLP systems is still in progress. In [60],
it is shown how to create a massive NER corpus for Por-
tuguese using open source datasets. Low amounts of labeled
data are usually the bottleneck of many NLP downstream
tasks, thus, a massive corpus could help improve the results.
Feature engineering, alongside with hyper-parameters tuning,
can also provide better models and scores, and there are
other approaches for relation extraction that could be con-
sidered as well, like open information extraction, to extend
the relations detected and build a more comprehensive graph
database.

More efforts are also desirable to fine-tune NER and RE
models for other languages. The CoNLL 2003 [17] task also
provided a NER dataset for German, and CoNLL 2012 shared
task [40] provided datasets for Chinese and Arabic that could
be used to develop and test NER systems for these languages.
For coreference resolution, to the best of our knowledge, there
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are no available solutions for Portuguese, and we believe that
other Latin-derived languages, like Spanish and Italian, are
equally challenging for this task.
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