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ABSTRACT
In a massive processing data era, an emerging impasse has taking
scenario: privacy. In this context, personal data receive particular
attention, witch its laws and guidelines that ensure better and legal
use of data. The General Data Protection Regulation (GDPR) - in
the European Union - and the Brazilian General Data Protection
Law (LGPD) - in Brazil - lead to anonymisation (and its processes
and techniques) as a way to reach secure use of personal data.
However, expectations placed on this tool must be reconsidered
according to risks and limits of its use, mainly when this technique
is applied to Big Data. We discussed whether anonymisation used
in conjunction with good data governance practices could provide
greater protection for privacy. We conclude that good governance
practices can strengthen privacy in anonymous data belonging to
a Big Data, and we present a suggestive governance framework
aimed at privacy.

CCS CONCEPTS
• Security and privacy Domain-specific security and pri-
vacy architectures; • Information systems Data man-
agement systems.

KEYWORDS
Anonymisation; Big Data; Privacy; Governance; Personal Data Pro-
tection

a : https://orcid.org/0000-0001-7463-1487.
b : https://orcid.org/0000-0003-4934-5176.
c : https://orcid.org/0000-0002-2159-339X.
d : https://orcid.org/0000-0002-0110-4069.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
dg.o ’20, June 15–19, 2020, Seoul, Republic of Korea
© 2020 Association for Computing Machinery.
ACM ISBN 978-1-4503-8791-0/20/06. . . $15.00
https://doi.org/10.1145/3396956.3398253

ACM Reference Format:
Artur Potiguara Carvalho, Fernanda Potiguara Carvalho, Edna Dias Canedo,
and Pedro Henrique Potiguara Carvalho. 2020. Big Data, Anonymisation and
Governance to Personal Data Protection. In The 21st Annual International
Conference on Digital Government Research (dg.o ’20), June 15–19, 2020, Seoul,
Republic of Korea. ACM, New York, NY, USA, 11 pages. https://doi.org/10.
1145/3396956.3398253

1 INTRODUCTION
Data protection is a concern that has become popular [3, 4, 14],
with the increasingly common news about data leaks [16, 22]. At
the heart of these concerns are personal data, which threatens the
privacy of countless people [4, 6, 9, 14, 18, 21, 27, 28, 31].

Thus, several countries have created specific data protection
laws and rights guarantees to set limits on the use of personal data.
As we focus on the Brazilian scenario, we elected two regulations to
guide legal compliance in the use of personal data in this work: the
Brazilian General Data Protection Law (LGPD) [5] and the European
General Data Protection Regulation (GDPR) [30], as presented in
the comparative Table 1. LGPD rose in August 2018, and until the
date of publication of this work, it is still in legal vacancy. It was
based on European legislation, which was a pioneer in the matter,
and whose most recent law is the GDPR. It is possible to highlight
that both regulations bring data anonymisation1 as an effective
privacy technique and a way to undo the personal character of the
data.

Despite that, anonymisation is not a risk-free mechanism, as
experts have increasingly warned it [2, 22, 26, 27]. We address these
risks in more depth, both in the background section and in the
hypothetical case study proposed by the research. These risks are
even more evident in Big Data environments [4, 10, 19, 32].

Big Data is a massive data processing technology [7], while fre-
quently not providing clear guidelines to store data. Often Big Data
includes all kinds of personal data, that impact data protection di-
rectly [3, 11, 17, 25, 27]. Therefore, precisely because it is a context
of a large volume of data, re-identification is facilitated, due to
the crossing of information and the possibility of inference. So, in

1The term is spelled with two variants: “anonymisation", used in the European context;
or “anonymization" used in the United States context. We adopt in this article the
European variant because the work uses the GDPR [30] as reference.
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general, mechanisms such as Big Data need to undergo specifics
adaptations. That is why, especially in Big Data environments,
anonymisation needs ally with other mechanisms for data protec-
tion.

Data Governance, in turn, presents itself as a possible ally in
favor of privacy[11, 26, 34]. It aimed to promote standardization
and quality control in internal data management, ensuring more
considerable documentation, organization, and rationalizing costly
and expansive data processing. The challenge is to promote greater
data protection by mitigating the risks involved anonimisation
when processing data in the context of Big Data. For that, it is
necessary identifying whether governance assists in better protec-
tion, mitigating the friction between the interests of companies and
governments and the interests of privacy and protection of citizens.

To guide this work, we present the Background exploring the
risks involved in anonimisation when this tool is used without the
assistance of other privacy techniques, and in a Big Data Context.
We will take good governance practices as a basis to assess whether
their application, in Big Data environments with anonymised data,
is consolidated as a factor for better information protection.

The justification for choosing the problem research point out
the principles of data governance that can contribute to the re-
duction of risks that persist after anonymisation. We raised the
hypothesis that the application of governance practices, when com-
bined with anonymisation techniques, helps to reduce the risks
of re-identification, providing greater protection to personal data.
Therefore, governance is an essential ally in risk reduction. The
main goal is to verify if the application of anonymisation tools in
Big Data context in compliance with data governance can represent
a lower risk to data protection.

In section Related Work, we raise the main bibliographical refer-
ences for the subject to bring a brief discussion about the research’s
achievement on the subject. In section Results, we present the re-
sults obtained in the hypothetical case study, bringing discussions
about the risks of anonymisation in Big Data environments. We
also present a proposed framework oriented to privacy, which aims
to reduce the risks presented. Finally, in section Threats and Vali-
dation, we present the limitations of this research and the aspects
of validation. We point out as a research method, the literature
review, and the study of a hypothetical case. We conclude that data
governance can help to reduce the risks inherent to anonymisation
techniques in Big Data context. Therefore, we suggest a framework
for governance-oriented compliance, with practices geared to the
specificities of anonymisation in Big Data. [2, 4, 10, 31, 34].

2 BACKGROUND
In the Brazilian scenario, many organizations have considered
anonymisation to be the miraculous solution that will solve all
data protection and privacy issues in Big Data [23]. This belief is
due to absence of a massive culture of institutionalized data gover-
nance [2, 4, 6, 28, 31] (which points out other problems beyond the
content of the data that make up the bases); and due to misinfor-
mation about the risks that persist after anonymisation.

A report by MicroStrategy in 2019, collecting data from Brazil,
Germany, Japan, United Kingdom, and United States, found that
only 38% of companies said they retained more than half of their

the controlled data. Only 16% of respondents say their “organiza-
tion’s analytics technology deployment is at the maturity level to
include a sophisticated architecture for self-service analytics with
governance, security frameworks, access to Big Data, and mobile
and predictive technologies supported by a center of excellence for
training and support” [24]. Besides that, according to a Harvard
Business Review, published in 2017, only 3% of Companies’ Data
Meets Basic Quality Standards [33].

Despite the lack of governance, data processing in the Big Data
environment has been growing. In Brazil, about 60% of Brazilian
companies already use Data & Analytics to guide strategies and
bring about necessary business changes. But, in this country, data
governance is still an issue restricted to public entities, financial
institutions, and large companies, in most cases. It undermines an
efficient compliance of data protection processes and policies into
organizations. Also, the Data Protection Regulation in Brazil (LGPD)
[5], following the European Regulation (GDPR) [30], does not make
clear the need to combine anonymity with governance and not
even with other techniques to data protection. This lack does not
occur, for example, when it comes to the collection, processing, and
sharing of personal data. For these data, the regulations impose
solid guidelines for data management.

Both Regulations states important principles of data protection
should apply to any information concerning an identified or identi-
fiable natural person (Article 6º [5]; Chapter II [30]). An example
is the guiding principle of “data minimisation”, in the European
context or “principle of necessity”, in Brazilian context (Article
5º(1)(c)[30]; Article 6º [5], respectively). The principle states that
personal data need to be adequate, relevant, and limited to the pur-
poses for which they are processed, that is, data processing should
be limited to the minimum necessary to achieve its purposes.

Another principle that guides the processing of personal data
is the principle of legitimate interests. It provides that data may
be used, taking into consideration the reasonable expectations of
data subjects based on their relationship with the controller. (Arti-
cle 7º, IX, and 10º [5]; Article 6º (1)(f) [30]; Text Preceding GDPR,
point 47 [30]. So, legitimate interest links the processing of per-
sonal data to the purposes for which it was collected. Therefore,
these principles, among others, establish guidelines for the use and
impose some limits on the processing of personal data. Its limits
both the over-capture of data without a defined purpose, and its
processing without legally established guidelines. For this reason,
it is practically impossible to think of Big Data involving personal
data without a series of management, control, and protection tools.
The same does not happen when we talk about anonymous data.

Indeed, these principles are not applied to anonymous data,
namely, to personal data rendered anonymous, once that the data
subject is not or no longer identifiable. ( Article 12º [5]; Text Preced-
ing GDPR, Point 26 [30]). Once anonymised data can be collected,
with no worries about maintaining a minimal database, and can
be used even for purposes other than the original. So, regulations
exploit the concept of anonymous data, as data that can no longer
be linked to an identified or identifiable person, to assume that
it cannot breach privacy. However, this premise poses some chal-
lenges.
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We present four characteristics related to anonymisation that
pose challenges to the use of this mechanism. The regulations as-
similate the first three; however, the fourth challenge is the object
of analysis of this research, on which we will focus. First, to be con-
sidered anonymous, it should not be possible to identify a person,
even with a nameless profile. Regulations capture this situation
by adopting the broad concept of personal data, as it identifies or
allows one to identify a person. (Article 5º, I, [5]; Article 4º, I, [30]).

The second point of concern is the assumptions about what is
considered an identified or identifiable to define anonymous data.
Both regulations highlight that all reasonable means must be taken
into account, namely, “all objective factors such as costs and the
amount of time required must be considered for identification, tak-
ing into account the technology available at the time of processing
and technological developments” ( Article 5º, III, Article 12º, § 1º,
[5]; Point 26 [30]). Therefore, even the legal structure, assumes
that there is a reasonable margin to consider the data as anony-
mous, and that, by applying a higher amount of resources, the
anonymised data can be re-identified. The third point would be
the difficulties of determining the anonymity of a particular piece
of overtime. This identification depends on criteria that changes
according to technical advances or even by the specific analysis con-
ditions. As mentioned in the previous paragraph, the laws take into
account technical developments to determine reasonableness when
defining anonymous data. It causes constant uncertainty regarding
anonymisation.

Finally, as a fourth point of concern, anonymous data in Big Data
Systems have a higher possibility of re-identification. Precisely be-
cause Big Data deals typically with massive data, the greater avail-
ability of data makes connecting information extremely easy, even
when it comes to metadata or fragments of data. Thus, some known
anonymisation techniques, such as masking, even when effective
in smaller and closed databases, are hardly sufficient in a Big Data
context [27]. These four characteristics, especially the last point,
converge to the factor that it is not possible to sustain the unexam-
ined belief in anonymisation as a surefire way of ensuring privacy
in Big Data contexts, which leads us to the object of the present
paper. Since, from the aforementioned regulations, it is inferred that
anonymous data can no longer have its subject identified, the use
and processing of anonymous data becomes most malleable. In this
sense, it is not a legal requirement, the conscious management of
these data. But the knowledge about risks involving anonimisation
tools lead us to question the sufficiency of this technique for the
protection of personal data, especially when dissociated from good
management practices. Because it, we investigate the following
research question:

RQ.1 Can data governance help to reduce the risks inherent to
anonymisation techniques?

We take into account, for the resolution of this issue, the alloca-
tion of anonymous data in Big Data. As noted, anonymisation in
Big Data involves risks, especially to user privacy. Therefore, we
argue that anonymisation must be used with the assistance of other
privacy mechanisms, especially with good governance practices
aimed at privacy. Considering this, we can define the hypothesis of
this research as follows:

HP. 1 The application of anonymisation tools coupled with data
governance represents a lower risk to data protection.

Therefore, we list as Main Goal of this paper is to analyze the
interaction between data governance and anonymisation and its
effects on ensuring the privacy of personal data.We intend to expose
privacy threats related to the use of anonymisation in Big Data
context and to raise some of the governance characteristics that can
assist in mitigating the risks related. We defend that governance
is an excellent ally of anonymisation techniques to privacy when
using Big Data platforms. The use of privacy-oriented governance
can guide the adaptation in Big Data structure that is necessary
to guarantee anonymisation as a robust tool for privacy on this
bases. Thus, Big Data must also adapt to privacy through the two
mechanisms: anonymisation and privacy oriented-governance.

As a research method, we use a literature review, exploring the
evolution of the concept, classification, demands, improvements on
anonymity. We also explored the weakness of anonymisation in Big
Data with a hypothetical case study. Through it, we demonstrate
that the main anonymisation techniques suffer an increased risk of
re-identification in Big Data environments. Finally, we list some of
the privacy-oriented governance practices that can contribute to
reducing the weaknesses of anonymisation in massive data systems.
We found that anonymisation becomes more fragile if used with-
out the support of governance. We conclude that the concurrent
use of these mechanisms strengthens data privacy, in addition to
making Big Data Analytics systems more organized, auditable, and
transparent, even favoring the business’s organizational structure.

2.1 Related Work
In this section, we present a slice of some works in the area, which
help us to understand the context involving anonymisation, Big
Data and governance, and the relationship of these mechanisms
to each other. By chronology, the Big Data Working Group, mem-
ber of the Cloud Security Alliance [12], in 2013, described the Top
Ten Big Data Security and Privacy Challenges, divided into those
areas: 1) Secure Computations in Distributed Programming Frame-
works; 2)Security Best Practices for Non-Relational Data Stores;
3) Secure Data Storage and Transactions Logs; 4) End-Point Input
Validation/Filtering; 5) Real-Time Security Monitoring; 6) Scalable
and Composable Privacy-Preserving Data Mining and Analytics;
7) Cryptographically Enforced Data-Centric Security; 8) Granular
Access Control; 9) Granular Audits; 10) Data Provenance.

In 2015, H. Liu [21] announced the aspects involved in managing
legal frameworks, privacy and security, subject enforcing, and data
platforms. In 2016, Farvera and da Silva [6] discussed veiled threats
to data privacy in the Big Data Era. In the same year, Mehmood et
al. [22] conceptualized the methods and techniques to protection
and encryption to data inside Big Data, as well they classified some
ways to apply anonymisation. Therefore, we can observe that in
this period, there were already studies, to encourage anonymisation
in Big Data environments.

According to Mehmood et al. [22], it is possible to highlight
two types of data: Personally Identifiable Information (“PII") and
Auxiliary Data (“AD"). The "PII" may include the quasi-identifiers,
that is ”the attributes that cannot uniquely identify a record by
themselves, but if linked with some external dataset may be able
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Table 1: Comparative table of regulations

Concepts GDPR [30] LGPD [5]
Personal data concept Article 4(1) Article 5(I)

Anonymisation concept Text Preceding GDPR, Point 26 Article 5(III) (IX), Article
12

Exclusion of anonymous data
from personal data classification Text Preceding GDPR, Point 26 Article 12

Processing concept Article 4(2) Article 5(X)
Data minimization concept Article 5(1)(c) Article 6(III)
Legitimate interests concept Article 6 (1)(f); Text Preceding GDPR, point 47 Article 7, IX, Article 10

to re-identify the records", therefore contains security liabilities
concerning personal data. The Auxiliary Data (“AD") also can reveal
the subjects referenced. These two types of data must be handled
separately by anonymisation, according to the risks inherent to
each. To exemplify that description, Mehmood et al. [22] showed an
example (Figure 1) of link quasi-identifiers from records of medical
application and movie reviews application.

Figure 1: Quasi-identifiers and linking records [22]

Still, in 2016, Lin et al. [20] presented a model considering differ-
ential privacy (another way to protect the data privacy). Quoting
the weakness of the anonymisation methods, Lin et al. [20] applied
the differential privacy to body sensor networks using sensitive Big
Data. In their work, Lin et al. [20] combined strategies of anonymi-
sation, aggregation, and Noise Addition strategies - numbers 3 and 4
(Figure 2) to hardening the privacy of a given dataset. But as shown,
the scheme adopted by Lin et al. only considers the information
given by the internal dataset, ignoring possible attacks using other
auxiliaries data available on the Internet, for example. Lin et al.
[20] also discussed the risk of data loss through the anonymisation
process.

On 27 April 2016, in Brussels, the European Parliament legislated
the GDPR. Since then, several studies have sought compliance
mechanisms to the new legislation [4, 16, 28].We highlight the work
of Ryan and Brinkley [31], in 2017, that added the critical vision of
the organization governance model to address the new protection
data regulations issues. About 2017, Chandra and Goswami [32]
listed the principal frameworks and algorithms to help to defend
the Big Data security, even when the data has been stored outside
world (for example, by storage on-demand, or by buying processing
power) [32]. In this work, the authors exposed the importance of

data management to extract value from the Big Data environments
[32].

Chandra and Goswami [32] also presented the data management
as a challenge in Big Data context, because of data huge volume
and variety and because its high-velocity intake makes it difficult
to validate and process in real-time. In 2018, the legal aspects of
personal data protection involving governance was discussed by
Ventura and Coeli [34]. Jensen et al. [15] discussed how to get
value from Big Data projects, reconciling processing with best
data measurement and control practices. The study adds to the
arguments of an increased need to manage data processed in Big
Data. Still looking for ways to reconcile the extraction of value from
Big Data platforms and complying with GDPR, Hintze and Eman
[13], defended anonymisation as a possible solution. They advocate
the generalized adoption of anonymisation after the processing of
personal data, for the permanence of the data with the manager.

Regarding the use of anonymisation in Big Data, Brasher [2]
brought some weaknesses of the current process of this tool in
massive bases. Brasher’s work [2] presents the five most common
anonymisation techniques : (1) Suppression, (2) Generalization,
(3) Aggregation, (4) Noise Addition, and (5) Substitution, as
shown in Figure 2.

1) Suppression is the process that excludes any PII from the
base.

2) Generalization shuffles PII identifiers, without excluding
any information, reducing their link-ability.

3) In Aggregation, both data types (PII and AD) go through
some reducing treatment that maintains some properties of
data (average, statistical distribution, or others at choice) and
also reduces their link-ability.

4) Noise addition adds some non-productive data to confuse
the link between PII/AD and their subjects.

5) Substitution, that is similar to Generalization, while it dif-
fers in that: it shuffles not the identifier, but the value of
the data itself, replacing the original dataset with other pa-
rameters. We can apply this process can to both Personally
Identifiable Information and Auxiliary Data [2].

Finally, in 2019, Piras et al. [26], affirmed the importance of data
management for extracting value in Big Data and presented the
DEFEND, a tool to automate the processes related to compliance
with GDPR. In the same year, the Brasher’s review was resumed by
Domingo-Ferrer [10], who presented the issues of anonymisation
and its specificities in Big Data platforms.
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Figure 2: Anonymisation Techniques, adapted from [2, 22]

Domingo-Ferrer criticizes Suppression (strategy 1 in Figure
2). According to the author, anonymising data in Big Data is not
enough because re-linking the deleted identifiers becomes trivial in
this massive context, especially with the inclusion of external data
in the analysis. The concerns about the social impact of this insuf-
ficient protection are as great as to have surfaced on mainstream
media [10]. The author goes on to explain that the efficient privacy
protection must consider balancing these two aspects: utility loss
and privacy gain of Personally Identifiable Information-based data.
Supposed privacy gains occur at the expense of utility loss. When a
suppressed piece of data is discarded, less valuable information can
be extracted [10]. So, Big Data anonymisation is still limited[10].
Domingo-Ferrer presents three main limitations to current Big Data
anonymisation processes:

1) Trust in data controllers, granted by Regulations, is under-
mined by the lack of actionable management criteria for the
treatment of confidentiality.

2) The utility cost of the process of data anonymisation, which
may incur the difficulty ofmerging and exploring anonymised
data.

3) The weakness of the anonymisation methods, which satisfy
an insufficiently broad set of Statistic Disclosure Controls
(SDC).

We will discuss some of these criticisms of Domingo-Ferrer [10]
in more depth in the analysis of the hypothetical case proposed
by this work. Important to mention that Mehmood et al. [22] and
Domingo-Ferrer [10] agree about the trade-off between privacy by
anonymisation and utility, and its negative relation mainly in the
Big Data context.

Also, in 2019, Mustafa et al. [25] indicate a framework about
privacy protection for application on Big Data in the health field.
They present the threats of privacy involving medical data in the
light of European Regulation.

From the studies presented, it is clear that the discussions in-
volving anonymisation, Big Data, and governance are not recent.
The papers point to the risks still present in the processing of
anonymised data and alert to the specifics of the Big Data envi-
ronment. Research also reveals a greater interest in organizing
data in Big Data environments, through the construction of gov-
ernance methods specific to these platforms. The need to better
manage data in Big Data environments stems from experiences of
less value extraction from disorganized data, the so-called "data
swamp". Ventura and Claudia [34] and Jensen et al. [15] point out
that, in addition to concerns about extracting value from a large

amount of data, legislative changes have promoted pre-existing
discussions, highlighting concerns about the privacy of personal
data. Thus, the demands for greater control over the capture and
management of data have gained strength.

In this sense, the question raised in this paper is pertinent. Big
Data environments have particularities that weaken anonymisation
techniques; besides, data are not infallibly anonymised. This way,
the use of anonymisation techniques that take into account data
governance can hinder the violation of personal data protection?

Based on the concepts presented, and from those discussions,
we present the reasons why we believe that governance can be a
great ally in solving this problem.

3 RESULTS
To better illustrate the privacy risks that persist in the anonymi-
sation data process, we propose a hypothetical case study, using
the main anonymisation techniques presented. We will use a data
repository proposal on a Big Data platform whose inserted data
represents customers of a financial institution. The hypothetical
example will use Big Data because, as already discussed, the large
amount of data makes the re-identification of personal data more
straightforward, since there is a higher possibility of inferring in-
formation and relating data.

In general, companies have customer registration databases that
contain significant concentrations of personal data, sometimes even
confidential. Besides, in the financial sector, it is possible to identify
a customer using other unconventional data (considered quasi-
identifiers), such as identity number, social registration, driver’s
license, bank account number, among others. As we mentioned ear-
lier, both the nominal data and the quasi-identifiers are considered
personal data by the reference legislation of this paper [5, 30].

Consider a certain data structure in a BigData platform according
to Figure 3:

Figure 3: Hypothetical structure data model
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This structure is implemented on a Data Base platform, to enable
the analysis of the customer (current or potential) characteristics of
a certain financial company. This analysis would contain personal
data like filters by age, sex, or relationship time with the company
and will support several departments in this organization. Also
consider the dataset AUX_CUSTOMER and CUSTOMER_DETAIL,
which were classified according to the Tables 2 and 3.

Table 2: Attributes/Classification of a example customer ta-
ble

Personally Identi-
fiable Information
(PII) and Auxiliary
Data (AD)

COLUMN NAME DATA TYPE

PII cd_customer double
PII cd_customer_dg double
PII nm_customer string
PII nb_account double
PII id_cnpj string
PII id_cpf string
PII ds_email string
PII nb_id string
AD vl_current_credit_limit double
AD dt_expiration_credit_limit string
AD dt_register_expiration string
AD dt_birth string
AD nb_age double
AD ds_civil_status string
AD cd_sex string
AD nb_residential_phone string
AD nb_comercial_phone string
AD nb_fax_phone string
AD nb_cell_phone string
AD nb_contact_phone string
AD dt_customer_since string
AD dt_issue_id string

Table 3: Attributes/Classification of a example customer de-
tails Table

Personally Identifiable In-
formation (PII) and Auxil-
iary Data (AD)

COLUMN NAME DATA TYPE

PII cd_customer double
PII nb_account double
PII nb_account_order double
AD ds_origin_account string
AD st_contract string
AD st_kit_service string

Now, consider the anonymisation applied by combining the
strategies 1-5 described before, according to the showing:

1) Using the strategy 1 (Suppression): Some registers were
excluded from this table.

2) Using the strategy 2 (Generalization): In another register,
the identification was weakened by shuffling the identifier.

3) Using the strategy 3 (Aggregation): The regis-
ter with the same ID_CPF was converted to a
unique register by the sum between attribute value
VL_CURRENT_CREDIT_LIMIT and the max operation over
attribute values DT_EXPIRATION_CREDIT_LIMIT,
DT_REGISTER_EXPIRATION, NB_AGE and the
min operation over attribute values DT_BIRTH,
DT_CUSTOMER_SINCE and DT_ISSUE_ID.

4) Using strategy 4 (Noise Addition): It was included some
register with random but full information.

5) Using strategy 5 (Substitution): It was divided into two
registers groups (G1 and G2), and the AD attributes were
shuffled between these two groups, preserving the original
characteristics.

Based on the difficulty of transforming data privacy governance
concepts into operational data protection actions (as described
by Ventura and Coeli [34]), suppose that only part of the data in
the structure shown by Figure 3 has been classified as identifiable
of the respective subject. Only the data contained in the dataset
AX_CUSTOMER will be anonymised, excluding the data present in
the dataset CUSTOMER_DETAILS.

In the actual production environment, several reasons could
lead to the Big Data information not being considered in providing
anonymisation. As examples, data governance process failures,
misinterpretation of regulation, the shadow in internal defining
sensitive personal data, challenges to manage vast and several
amounts of data, among others.

Using another dataset (about customer details) from the same
schema witch was extracted from the previous customer table, it
is possible to undo or disturb the anonymisation (weakening the
privacy protection) according to the shown:

1) Concerning strategy 1 (Suppression): The registers ex-
cluded were identified (being known as the application of
the anonymisation method) by the referential integrity (not
explicit) with the table CUSTOMER_DETAIL by the attribute
CD_CUSTOMER. Besides, exclusion is the most aggressive
strategy that produces the greatest loss of utility.

2) Concerning strategy 2 (Generalization): Using the attribute
NB_ACCOUNT (not search index, but personal data), it was
possible to identify the shuffling since this attribute can
identify an individual.

3) Concerning strategy 3 (Aggregation): The presence of the
old identifier register in the table CUSTOMER_DETAIL de-
nounces that these registers were manipulated in the original
table.

4) Concerning strategy 4 (Noise Addition): The absence of
the register with the old identifier indicates that this register
was added to the original table.

5) Concerning strategy 5 (Substitution): Combining the
CD_CUSTOMER and the NB_ACCOUNT from these two
tables, it is possible to identify the manipulation of these
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data, even if it is hard to define with precision what was
modified.

We clarified that all scripts used to create/populate the examples
data structures are available below:

CREATE TABLE AUX_CUSTOMER(
CD_CUSTOMER VARCHAR2( 3 0 ) PRIMARY KEY ,
CD_CUSTOMER_DG NUMBER,
NM_CUSTOMER VARCHAR2( 2 5 5 ) ,
NB_ACCOUNT VARCHAR2( 3 0 ) ,
ID_CNPJ NUMBER,
ID_CPF NUMBER,
DS_EMAIL NUMBER,
NR_ID VARCHAR2( 3 0 ) ,
VL_CURRENT_CREDIT_LIMIT VARCHAR2( 3 0 ) ,
DT_EXPIRATION_CREDIT_LIMIT VARCHAR2( 3 0 ) ,
DT_REGISTER_EXPIRATION VARCHAR2( 3 0 ) ,
DT_BIRTH VARCHAR2( 3 0 ) ,
NB_AGE NUMBER,
DS_CIVIL_STATUS VARCHAR2( 3 0 ) ,
CD_SEX VARCHAR2 ( 1 ) ,
NB_RESIDENTIAL_PHONE VARCHAR2( 3 0 ) ,
NB_COMERCIAL_PHONE VARCHAR2( 3 0 ) ,
NB_FAX_PHONE VARCHAR2( 3 0 ) ,
NB_CELL_PHONE VARCHAR2( 3 0 ) ,
NB_CONTACT_PHONE VARCHAR2( 3 0 ) ,
DT_CUSTOMER_SINCE VARCHAR2( 3 0 ) ,
DT_ISSUE_ID VARCHAR2 ( 3 0 ) ) ;

CREATE TABLE CUSTOMER_DETAILS (
CD_CUSTOMER VARCHAR2( 3 0 ) PRIMARY KEY ,
NB_ACCOUNT VARCHAR2( 3 0 ) ,
NB_ACCOUNT_ORDER NUMBER,
DS_ORIGIN_ACCOUNT VARCHAR2( 3 0 ) ,
ST_CONTRACT VARCHAR2 ( 1 ) ,
ST_KIT_SERVICE VARCHAR2 ( 3 0 ) ) ;

Note that the data used to detect the anonymisation process
belonged to the same data schema as the original database. It is
common for data generally to be considered anonymous to their self-
platforms. Thus, it is possible that within the Big Data base, there
are reliable data to guide the conclusions against anonymisation, as
shown in the example. However, anonymity cannot neglect that, in
the era of Big Data, a large amount of data is available from other
sources. In this context, it would be easier to deduce information
through quasi-identifiers, accessible on the internet, social network,
another Big Data, or any other external data repository.

In addition to the results presented, we adhere to Domingo-
Ferrer[10] criticism, which defines some limitations to current Big
Data anonymisation processes, among which we highlight:

1) Confidence in data controllers: Legislation presupposes the
reliability of controllers. However, in Big Data environments,
especially those characterized as ”data swamp", the reliabil-
ity and audit of the data is impaired. In this sense, even if
anonymised, the data would not be useful in guaranteeing
privacy.

2) The cost of anonymising and maintaining anonymised data:
In any of the techniques presented, anonymisation implies a
reduction in the usefulness of the data. It is the well-known
trade-off of loss of data utility in the anonymisation pro-
cess. It makes anonymisation difficult when data needs to
remain intact for business demands. For example, companies
that provides personalized services needs to maintain the
data users linkability, which ends up making anonymity a
challenge.
Also, there is a cost in maintaining the anonymity of the
data. As indicated, anonymisation requires continuous im-
provement of its processing, considering the evolution of the
techniques. Therefore, in addition to the costs of storing the
data, there are also the costs of remaining anonymous, re-
quiring constant lack of data linkability verification. Its cost
of the data anonymisation process can result in the difficulty
of merging and exploiting anonymised data.

Having presented the considerations about anonymisation, let
us analyze the question raised, that is, whether databases that take
into account good governance practices are lower susceptible to the
risks presented. The first analysis that we can do on this issue refers
to the obstacles presented by Domingo-Ferrer[10]. Is it possible to
identify impacts on the use of governance regarding the problems
raised by the author? That is what we will check next.

1) Confidence in data controllers: As for the reliability of the
controllers, governance is presented as a mechanism for
streamlining processes, contributing to the transparency and
data use audit. In this way, this is a tool to consider objective
factors for measuring trust in data controllers. Governance
comes to supply the lack of actionable management criteria
for the treatment of confidentiality. It contributes to the cor-
rect processing of anonymised data, preventing faults from
being detected only with data leakage. Also, governance
defines the tasks of controllers, establishes accountability
criteria for them, and provides for possible institutional sanc-
tions resulting from poor management. On the other hand,
the absence of governance contributes to an even greater
distrust of the controllers. It is because, without defined
guidelines for data management, there is a higher likelihood
that massive data storage and processing will generate a
real "data swamp", which we mentioned. Besides, the lack
of a clear accountability definition for controllers resultant
of the misgovernance contributes to an increase in lack of
confidence.

2) The cost of anonymising and maintaining anonymised data:
Governance, as a management tool, can assist controllers in
the decision process on what data should be anonymised and
what data must be maintained anonymously. Thus, the loss
of data usefulness and the cost of maintenance are objective
factors that must be taken into account in management.
On the other hand, without efficient data management, the
difficulties in choosing and measuring these costs increase
considerably. So, knowing the data that make up the bases,
therefore, becomes a differential factor.

Other factors of interaction between anonymity and governance
can also be identified based on the expected characteristics of the
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application of good practices. Greater knowledge about the data
that make up Big Data can guide the establishment of criteria for
data processing, since, due to the volume, sometimes the data can-
not be processed in its entirety. Governance can also assist in the
elimination of redundant data, reducing processing and storage
costs, in addition to the risks of re-identification from remaining
non-anonymised data. It can also guide the anonymisation process
itself, taking into account other data platforms, such as public data,
which can serve as a basis for re-identifying information.

Due to these characteristics, some authors such as Piras et. al.
and Chandra and Goswami [26, 32], defends that the data privacy
governance can be an ally to react to misuse of citizen data and lack
of control over management and privacy issues of citizen data. Due
to the risks presented, we understand that even anonymised data
can be favored with the application of good practices. Also, data
management appears on Chandra and Goswami [32] as an aspect
relevant to the security of Big Data environments. In fact, data
management is a powerful tool to hardening the data protection
and data privacy on the Big Data environment. In this sense, we
propose a possible framework to guide data governance to fulfill the
issues of data privacy left of the applied anonymisation techniques,
as shown in Figure 4.

Figure 4: Hypothetical data management framework

The example of a framework (Figure 4) is composed of a Dem-
ming cycle (inner) [8] of actions for compliance (Plan, Execute,
Validate, Improve compliance) rounded by the supports disciplines
(Privacy Management, Data Management, Information Security
Management, and Enterprise Risk Management). Each one of these
components works together with the compliance to the Data Pro-
tection Law.

Expanding the discipline data management, we have the 10 func-
tions proposed for Brackett and Earley [1], from the Data Man-
agement Body of Knowledge (DMBOK), according to the Figure
5.

Figure 5: Data management functions related to anonymisa-
tion [1]

Rego [29] describes that functions (Figure 5) according the fol-
lowing:

• Data Management: Represents the exercise of authority
and control of strategy, policy, rules, procedures, roles, and
tasks involved with data assets. This function is centered on
this framework and influences all the others.

• Data Architecture: Defines the data needs (usually corpo-
rate) of the company, in addition to creating and maintaining
the Corporate Data Architecture considering the company’s
strategic objectives.

• Data Security: Responsible for defining and maintaining
security policies and procedures to provide adequate authen-
tication, use, access, and audit.

• Master Data Management: Responsible for defining and
controlling tasks to ensure the consistency and availability
of unique views of the company’s master and reference data.

• DataWarehousing and BI: Defines and controls processes
to provide decision support data, generally available in ana-
lytical applications.

• Documents and Content: It is dedicated to planning, im-
plementing, and controlling activities to store, protect, and
access the company’s unstructured data.

• Metadata: Responsible for manage and store the company’s
metadata, in addition to enabling forms of access.

• Data Quality: It is dedicated to managing tasks for technical
application of data quality to measure, evaluate, improve,
and ensure the company’s data quality.

• Data Modeling and Project: Responsible for creating and
maintain data models to avoid redundancy of information
in the organization.
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• Data Storage: It is dedicated to managing the infrastructure
of data, valuing the adequate availability and performance
of data queries.

• Data Storage: Managing and maintain the platform of data
interoperability, controlling the flow of data between bases.

Of these functions, we separate six main that help the privacy
protection of anonymised data from the hypothetical case. Are they:
Metadata, Master Data Management, Data Integration, Data Secu-
rity, Data Architecture and Data Modeling and Project. The func-
tions Data Architecture and Data Security supports by default the
process of anonymisation throughout the whole data life cycle (in-
cluding, being able to comprise this tool explicitly in its processes).
Another function will be detailed in the following explanation of
the hypothetical example cited. To hardening the weaknesses found
with the introduction of dataset customer details, consider the ap-
plication of this theoretical framework. The possible benefits are
showed forward:

1) Concerning the issue of strategy 1 (Suppression): The Meta-
data can provide some information about data lineage, the
same as the Master Data Management. These two functions
support the identification of the multiple data reference, even
if it does not explicit on the base (like a missing reference
constraint). Applying these functions of the data manage-
ment, the exclusion of some registers in the main dataset
with no corresponding exclusion in the details dataset would
be detected and treated. Even so, with a reasonable dose
of knowledge about the information present in the dataset
customer (made possible by the Data Management, Data
Modeling and Project and Metadata functions of Data Man-
agement), it would be possible to identify a data exclusion
that would not affect the actual use of the information (if
such exclusion existed).

2) Concerning the issue of strategy 2 (Generalization): The
same that the item 1, the functions Metadata, Master Data
Management, and Data Modeling and Project will provide
inputs to identify all personal information (allied to the pri-
vacy management processes), and treat them. One of the
artifacts generated by the Metadata function is the Data Cat-
alog, where all these classifications (personal data, sensitive
data, corporate data) are stored and continuously reviewed.
It is a powerful method to control the constraints required
for the LGPD [5] and GDPR [30] compliance.

3) Concerning the issue of strategy 3 (Aggregation): Mainly,
the function Master Data Management reduces the redun-
dancy of identifiers through the base. Perhaps, the applica-
tion of this function minimizes the issue resultant of this
technique.

4) Concerning the issue of strategy 4 (Noise Addition): If the
application of noise addition respects the earlier step of data
lineage, which will list all data related to this dataset (and
its relations), the noise addition will be enforced and hard to
identify.

5) Concerning the issue of strategy 5 (Substitution): The sub-
stitution which considers the Metadata and Master Data to
update the data when necessary is the best form of anonymi-
sation even in the Big Data context and considerably hard

to identify. The result of this anonymisation is quite similar
to the productive data, strengthening protection.

4 THREATS AND VALIDATION
4.1 The Hypothetical case
We presented the risks involved anonymisation, in the Related
Work section, and exemplified it in the Partial Results section. How-
ever, it is possible to identify threats in the hypothetical case study
presented. The first threat reported is that the hypothetical case
study did not set out to state that anonymisation failed in all its
techniques, taking re-identification as always certain.

In some of the anonymisation techniques used, re-identification
is a clear possibility in the comparative analysis with the table CUS-
TOMER_DETAILS, as occured when attributes have been shuffled.
But, in general, it was possible to conclude at least the existence of
data processing, but not the complete re-identification, at less in this
hypothetical case study. For example, when deleting data, compari-
son with the CUSTOMER_DETAILS table reveals that information
has been suppressed. It means that the use of anonymisation is
clear from a simple comparison with a table within the same data-
base. It is true even with suppression, which is the most aggressive
anonymisation technique.

So, it is possible to reveal which data has been modified, deleted,
or shuffled, and provides a remnant base that maintains its integrity
and can be used. Also, it provides information to complete or orga-
nize all bases through external reinforcement, as with a public base,
as mentioned. Despite the threat presented, we emphasize that the
objective of the hypothetical case study was not to present the com-
plete fallibility of anonymisation techniques. The aim is to show
the risks that Big Data environments provide to these techniques,
mainly if we have a lack of data governance.

Knowing which data has been anonymised significantly weak-
ens database protection. It is because data that has not undergone
the anonymisation process, for example, or data that is reorganized
within the platform, will constitute a remnant base that maintains
its integrity. Thus, unchanged data is known to be intact and can
be used to obtain relevant information. Obtaining such secure in-
formation besides being possible, it is likely, mainly in the context
of Big Data, considering large databases that are stored without
effective governance. The lack of management makes the leakage of
this data risky, which serves as a subsidy for obtaining information.

The second threat is the fact that we do not consider the use of
more than one anonymisation technique on the same data to assess
the possible risks. We emphasize, again, that the objective of this
work is not to disqualify anonymisation techniques, but pointing
out their risks. In this sense, we believe that the combination of
techniques, while reducing the risks of re-identification, does not
eliminate them. Furthermore, we understand that the combination
of techniques is normally used by databases concerned with gover-
nance, to identify which anonymisation techniques used together
would be able to promote privacy while preserving the value of
the data. It is because, usually, the association of anonymisation
techniques implies a more significant loss of utility of the data than
the exclusive use of one of the techniques.
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4.2 Framework
Regarding the threats involved in the proposed structure, we high-
light that this governance model has not been tested, and its vali-
dation is hypothetical. We seek to present a governance structure
concerned with the privacy of anonymised data, based on the re-
maining risks to the application of anonymity presented in the
related work section and the hypothetical case study. Therefore, it
is possible that, in the application of the framework in a practical
case, specificities not foreseen in this work arise. The proposal was
only to introduce the need for governance and present a guiding
model for these structures.

5 CONCLUSIONS
In the context of Big Data, even anonymous data does not ensure
privacy without the support of other techniques. As highlighted,
the tool has internal limits when exposed to a massive data stored.
The expectations placed on this tool should be reconsidered ac-
cording to the risks and limits of its use. In this sense, we seek to
demonstrate why we believe that data governance has an essential
role in measuring these risks and in managing the weaknesses of
this tool.

Meantime, both GDPR [30] and LGPD [5] describe anonymisa-
tion as a useful technique for data protection, without, however,
guiding that the use of these techniques must accompany good
institutional governance of the data as a whole. These legislations
were concerned with aspects of governance only for personal data.
It excluded anonymised data, considered non-personal, from these
concerns. The situation worsens by the absence of a widespread
data governance culture.

Therefore, it is clear that anonymisation is not sufficient to recon-
cile Big Data compliance with Personal Data Regulations and data
privacy if applied isolatedly. It does not mean that anonymisation is
a useless tool, but it needs to be applied with the assistance of mech-
anisms developed by compliance-oriented governance. Besides, a
Big Data-Driven framework is required to recommend best prac-
tices that, coupled with anonymisation tools, ensure data protection
in Big Data environments and address this compliance issue.

To address these gaps, we propose a framework that can drive
the best governance of anonymised data in a Big Data environment,
focused on privacy. The model aims, through the compatibility of
the two tools, providing greater security for anonymisation, and
bringing greater organization and transparency to data manage-
ment.
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