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Abstract. In cyberspace, boundaries are constantly being crossed in
the name of progress and convenience, and invariably result in new vul-
nerabilities and potential attacks. Traditional security approaches are
not able to contain the dynamic nature of new techniques and threats,
which are increasingly resilient and complex. In this scenario, the shar-
ing of threat intelligence is growing. However, the vast majority of data
is shared in the form of unstructured textual reports, or extracted from
blogs and social media. These data sources have been imposing great
limitation on security analysts due to the high volume and low quality
of Cyber Threat Intelligence (CTI). Among the various aspects that im-
pose limitations on the use of CTI, we focus on data quality. Inaccurate,
incomplete or outdated information makes actions reactive, in no way dif-
ferent from traditional approaches. However, quality threat intelligence
has a positive impact on incident response time. In this work we propose
an Indicator of Compromise enrichment process to improve the quality
of CTI, based on the intelligence production cycle, we conduct research
to define metrics capable of evaluating the CTI produced through open
source licensed threat intelligence platforms.

Keywords: Quality of Cyber Threat Intelligence · Intelligence produc-
tion cycle · Open Source.

1 Introduction

The advancement of connectivity introduces significant advantages to society
[32]. As new technologies are created, a wide range of new vulnerabilities are
also incorporated [32]. As a consequence cyber threats grow in volume and so-
phistication [1, 16, 39, 11, 18, 21, 25], and constitute complicating factors for cy-
ber defense professionals [17, 21, 28, 38]. In addition, attackers have collaborated
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with each other, sharing tools and services to increase the effectiveness of their
attacks [30].

As a mitigation measure institutions have adopted proactive defense mech-
anisms against cyber attacks [27, 2]. In this context Cyber Threat Intelligence
(CTI) is one of the measurements used, it refers to the set of information col-
lected and organized about cyber threats that can be used to predict, prevent
or defend cyber attacks [2, 26].

We identified, through literature review, the factors that influence the quality
of CTI, as well as the selection of the Threat Intelligence Platform (TIP) to be
used. We defined the hypothesis that this problem can be addressed by applying
the intelligence cycle to improve quality using the proposed methodology. First
we apply procedures to improve the planning and data collection phase by deter-
mining the gaps that need to be addressed, and then we improve the processing
and analysis of the data.

The main contribution of this research is to propose an Indicator of Com-
promise (IoC) enrichment process to improve the quality of CTI, based on the
intelligence production cycle. In this way the security analyst will be able to be
more assertive and proactive as the CTI is based on an intelligence production
process, which throughout its flow, describes the event, identifies the author, po-
sitions the event in a timeline and geographically, and describes the mechanisms
employed.

The rest of this paper is structured as follows: section 2, related work; section
3, definitions; section 4, methodology; section 5, procedures; section 6, discus-
sions; and section 7, conclusion.

2 Related Works

There are many works around the CTI theme that approach various aspects, of
this universe, few approach the production and sharing platforms or the quality
of the sources, data and intelligence produced.

Despite the increase in technology and the growing usage of threat intelli-
gence platforms, there are still limitations. There is a large volume of threat
information produced and shared in many different formats [2, 42]. This con-
tributes to TIPs providing information with little or no processing. Thus, secu-
rity analysts have difficulty finding relevant and quality intelligence [2]. In this
context, existing approaches remain mostly reactive [4, 27, 39, 41].

Research points to the lack of a defined process, besides not considering the
intelligence cycle [28, 39], however, there are studies that point to the need for
the implementation of the intelligence cycle in the process of obtaining CTI. [34]
Nonetheless, no studies have been observed that contemplate the intelligence
cycle in its scope [28].

Another challenge related to CTI is the assessment of the quality of shared
information [1, 2, 12, 20, 22, 30, 33, 39, 43, 44]. There is no consensus on the char-
acteristics that indicate the quality of the information. However, four character-
istics are among the most cited [2, 3, 43]:
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– Opportunity: it is related to the origin of an event and the reaction time or
use of certain information;

– Relevance: indicates the relationship of the information with the organiza-
tion’s service and network assets;

– Accuracy: measures how much the information allows to improve the re-
sponse to an incident and;

– Completeness: indicates the information’s ability to describe an incident.

There is conclusive evidence that inaccurate, incomplete, or outdated threat
information is a important challenge [2, 6, 39]. To ensure the quality of CTI
throughout the collaboration process is crucial to its success. The exchange and
use of meaningful threat information depends on measuring and ensuring its
quality. This need is reinforced when it is stated that the quality of shared
information has an impact on the time required to respond to an incident [31].

3 Definitions

3.1 Intelligence Cycle

A generalized definition of intelligence is described as the conversion of a subject
from a completely unknown stage to a state of complete understanding, that is,
based on a defined framework, random and general data is filtered to achieve a
more relevant data set, when it is processed and converted into information [23].

Most TIPs focus on the data collection phase, thus, the other phases of
the intelligence cycle take a back seat [1, 29], generating little or no CTI, as a
consequence many TIPs are just replicators and repositories of IoC.

Although, the efforts to employ the intelligence production cycle, few phases
are supported by TIP [23], especially the planning phase [28]. The few studies
that address the intelligence cycle in CTI, indicate the planning phase as the
stage of data source selection [3, 9]. However, the contributions of the planning
phase go much further. In this phase the scope, objectives and deadlines are
established, as well as the parameters and techniques that will be used [7], and
the resources that may be used. Based on the known aspects, the questions that
need answers are verified [7]. This phase is crucial to the quality of the CTI [15].

3.2 Threat Intelligence Platform

The collect, treatment and processing of data can be very time consuming [41],
in face of the large volume of data [37], especially when performed by humans,
besides being financially burdensome. To overcome this challenge, organizations
have adopted tools that manage the flow of information, convert it into knowl-
edge [39], and facilitate sharing [36].

The selection of the platform used in this research was based on recent stud-
ies that point to Malware Information Sharing Platform (MISP) as the most
complete and flexible Threat Intelligence Platform available in open source [9,
12, 20, 34, 23, 39]. These studies took into account aspects such as integration
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capacity, support for consolidated standards, availability of documentation and
community responsiveness. Although the MISP is the most complete TIP, it
does not cover all phases of the intelligence cycle.

3.3 Enrichment

The use of appropriate processes, combined with the automation power of TIP,
increases the capacity in CTI production, and also contributes to unburdening
security analysts [5]. The challenge is to handle the large daily volume of new In-
dicator of Compromise, which require evaluation to verify possible relationships
[22].

In this context, data enrichment is related to obtaining context information
derived from a set of raw data, apparently unrelated [24], increasing the value
of the information to later transform it into knowledge [9].

The most common method to gain knowledge from a specific data is by cross-
checking it with IoC from different external sources [2, 6, 21, 13], in order to take
advantage of the enrichment capacity of the different communities that made
this data available [2].

Otherwise the correlation of data from various sources can be augmented
with a set of data collected within the organization itself [12, 14]. Comparison
with internal data allows for identifying relevance and priority of the resulting
data in the form of IoC, as well as producing situational awareness through
additional context [12, 40, 14].

Through data enrichment, it is possible to contribute to three aspects that
influence the quality of CTI:

– Relevance: as the relationship between external and internal events increases,
the greater the relevance of information that makes sense to the organization;

– Accuracy: when security analysts gain situational awareness through under-
standing contexts, supported by data enrichment, the response to an incident
if can be improved;

– Completeness: as data enrichment produces more comprehensive informa-
tion, the ability to describe an incident increases.

On the other hand, many approaches expect to find context from raw data
[2, 43], however, from an intelligence cycle perspective, the data needs to be
organized in a way that supports answers that complement a predefined context
[12, 14]. Without context there are no elements needed to underpin decision
making. Without action CTI has no impact and proves useless, further burdening
security analysts and adding no actionable intelligence.

4 Methodology

Based on the definitions presented, we verified the importance of knowing the
context in which the organization is inserted. Thus, we employed the knowledge
construction matrix, allied to the 5W3H method, during the intelligence cycle
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to create situational awareness and clarify the objectives at each stage of the
process. The construction of knowledge goes through four stages [8] that lead
from ignorance to actionable intelligence as represented in Fig. 1.

Fig. 1. Matrix of Knowledge Construction

What I don’t know that I don’t know represents the state of ignorance, the
total absence of knowledge about a certain object. In this phase we do not know
our vulnerabilities, capabilities, nor the evident threats. We can correlate it with
the Planning and Direction Phase of the intelligence cycle.

What I know that I don’t know refers to the awareness that there is something
to be discovered, however, we do not have this knowledge. It is the knowledge of a
certain vulnerability, but without knowing who, what, or how it can be exploited.
It expresses the state of consciousness about the goal to be reached, following
the premise that this goal must be useful, that is, it needs to be translated into
action. It is the most labor-intensive step of the CTI process due to the large
amount of data. We can correlate it with the result of processing the collected
data.

What I know that I know corresponds to awareness and mastery over a
certain subject, the initial stage for standardizing and expanding knowledge.
In this stage the objective is to massify the knowledge. We can associate this
phase with the result of the analysis phase of the intelligence cycle, as well as
the planning of future actions.

What I don’t know that I know is the apex of knowledge, at this point
knowledge is strongly rooted, so that certain processes are automated to the
point of going unnoticed. This way, when we verify a certain threat or incident,
we automatically trigger defense mechanisms without the need for effort or the
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search for new knowledge in order to mitigate the effects of the threat. It is about
proactivity, so measures to eliminate vulnerabilities are taken before they can be
exploited by a threat. We associate it with the outcome of the deployment and
dissemination phase of the intelligence cycle. Here are also the consequences,
inferences and deductions from what is known that have not yet been made
explicit.

We adopted the 5W3H method as a guide. It originates from Aristotle’s seven
circumstances [35]. This method is related to a set of eight questions: what, who,
why, when, how, how much, and how long. It is widely applied in several areas in
order to obtain contextualization of a theme in its completeness [34]. The 5W3h
questions in conjunction with the phases of knowledge construction, contribute
to the awareness of the maturity level in relation to what is known and the goals
for generating actionable intelligence.

The 5W3H method will initially be employed in the planning phase. The ad-
vantage of this approach is that it is easy to see which questions are unanswered.
In the following phases we seek answers to the questions that were not answered
in the planning phase, so in each cycle of collection, processing and analysis we
check the completeness of the context, seeking answers to all questions of the
5W3H method. The more questions in the 5W3H that are answered, the greater
the completeness of the CTI and consequently higher the quality. If at the end
of this process there are answers to most of the questions, we probably have
actionable intelligence [34].

The ”what” defines the object to be studied, which in the context of threat
intelligence, refers to threats or incidents. The ”where” refers to the geographical
location where the event originated, and may also be the path taken to the des-
tination. The ”When” determines the date and time when the event occurred.
The ”How” defines the tactics, techniques, and procedures employed. The ”How
much” refers to the ability to cause damage, it may also be related to fund-
ing. ”How long” indicates the duration of the event, incident, or threat. ”Who”
associates the threat or incident organization or individual responsible. ”Why”
explains the motivations of the person responsible for the event. In Fig. 2 you
can see the relationship of the elements of the 5W3H method to entities involved
in an incident or threat.

About the selected TIP, besides the advantages already mentioned, the MISP
platform has integration with several enrichment tools, however, many of them
are not Open Source, or their free versions impose limitations that make their
large scale use unfeasible. Since in this paper we propose to work with open
source software, we use only open source plugins and integrations. On the other
hand, the methodology employed should be independent of TIP, despite the
limitations described above.

We apply the cycle of intelligence production using open source data as shown
in the Fig. 3 and following paragraphs.

In the direction and planning phase, the first step is to become aware of
the current scenario of the organization, this phase reflects on all subsequent
processes and can be taken up again when necessary. Through a survey of the
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Fig. 2. Relationship Diagram [34]

technologies used, main applications and applications, as well as the topology
and subsequent risk analysis, the requirements and priorities of the organization
are listed. In this stage we leave the stage of ignorance, ”I don’t know what I
don’t know”, to the stage of partial awareness, ”I know that I don’t know”.

At this point it is already possible to understand the internal scenario and
based on the definition of priorities, assess the existing vulnerabilities for each
asset, whether software or hardware. It is crucial to understand which external
factors have an influence on the organization and the elements that may be
of interest to threat actors. It is also fundamental to collect internal data for
comparison with data from external sources, to prove the existence or not of
adverse actions.

The 5W3H method helps to delineate the relevant aspects that need to be
known in order to build the context. This brings us to the stage where we are
aware of the unanswered questions. Then we start planning to define the relevant
data sources to complement the context by means of the unanswered questions
of the 5W3H method.

After defining the sources and collecting data, it is necessary to verify credi-
bility and validity, as well as evaluate the possibility of enrichment according to
the type of data and plugins available. This phase also needs prior planning, in
order to define what kind of enrichment can contribute to the completeness of
the context.

Supported by the 5W3H model and based on the information created through
the enrichment, correlation and patterns of the data from external sources and
also the presence or absence of relationships with the organization’s own data, we
become more aware of the context. At this point new planning is established with
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Fig. 3. Cycle for intelligence production

the purpose of proposing pertinent actions, that include safeguarding guidelines,
security patching, and incident mitigation, among others.

5 Procedures

Collecting information from various sources is fundamental to generate solid
knowledge, however, the credibility of the data and the suitability of the source,
under the aspects of authenticity, trust, and competence, must be observed.

In this way, our approach is based on structured and unstructured reports of
the Pegasus case, which for the purposes of our experiment we admit are from
reliable sources in view of having already been widely discussed by companies
with expertise in the field of cyber security, in addition to the fact that they have
differentiated resources compared to other institutions, having, for example, the
advantage of receiving numerous feedbacks from applications installed in the
infrastructure of their customers.

Pegasus is spyware developed by Israel’s NSO Group. It has been used as
a surveillance tool against high-ranking government officials, human rights ac-
tivists, journalists, and heads of State [10].

6 Discussions

Based on the proposed methodology we verify the results achieved sustained by
the 5W3H model (see Fig. 4)

The information presented was extracted only from eight selected reports.
Due to the characteristic of the case analyzed, other reports could result in
differences mainly in ”where” and ”who”.

Considering that the reports and data used in the use case are not recent,
most domains no longer exist or have a registration date later than the report
date. The average number of expired domains (available for re-registration) is
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Fig. 4. Result Analysis

68%, ranging from 58% to 80% in reports from August 2016, July 2021, Septem-
ber 2021, December 2021, February 2022, April 2022, and June 2022. This is
of concern, given that throughout this research we have identified tools for de-
tecting Pegasus spyware based on IoC sets from these reports. Consequently,
occurrences of false positives may be observed.

We observed that identical reports, when analyzed by different organizations,
produce different results. For example, the report ”The Million Dollar Dissident
- Citizen lab report” [19], available in pdf format, was analyzed by more than
one security expert organization, however, the amount of IoC generated by each
organization was different. We imported and enriched this report in MISP and
observed that the analysis is limited due to the inherent computational com-
plexity of natural language processing (NLP). We also verified that relevant in-
formation contained in reports available in natural language was not extracted
by the tools employed for collection.

We conclude that the type of enrichment that makes the most sense for ”ex-
pired” data is to look for relationships with data spotted in the same period.
In addition, when querying domain data, we noted the scarcity of Open Source
tools that provide history of the registration data, which could contribute to the
temporal definitions of the event. However, we were able to determine some of
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the tactics, techniques, and procedures employed, as well as identify the vul-
nerabilities exploited. Thus, we verified the ability to generate intelligence and
propose actions, based on the use of the proposed method.

7 Conclusions and Future Work

Threat intelligence alone cannot protect an organization, but rather comple-
ments security components related to detection, response, and prevention in
order to reduce the potential damage done by increasing the effectiveness of se-
curity components, decreasing response time, reducing damage recovery time,
and reducing the time the adversary remains in the organization’s environment.

As security components become more robust through information originating
from CTI, threat prediction becomes closer to reality, since threat mitigation is
more inherent to the security state of the organization than to the study of data
transiting the network.

Analyzing the possible relationships of known data, it is necessary to ver-
ify what type of enrichment can generate usable results. Disordered enrichment
often generates a lot of information that is not used and does not add to knowl-
edge. Just as indiscriminately importing reports from multiple sources does not
guarantee that you will get actionable CTI.

Although studies show that MISP is the most complete platform, it has
limitations, but it was possible to generate Actionable Intelligence by applying
the proposed methodology.

The use of the knowledge construction matrix, coupled with the 5W3H
method, throughout the intelligence production cycle proved to be effective in
creating situational awareness of the organization and clarifying the objectives of
each stage of the process. In this way unnecessary data collection and enrichment
is avoided.

The main advantage of the proposed methodology is that it contemplates the
entire cycle of intelligence production.

Future work can be addressed to integrate tools or platforms that complement
each other in order to solve limitations such as employment of the full intelligence
cycle and relationship discovery and visualization.
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