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Abstract — The Virtual School of Government: EV.g linked to the 
National School of Public Administration (ENAP) is an institution 
that aims to provide training for public servants in the three 
Government waits, as well as professional training for career 
positions. It aims to discuss the training amount of public servants 
and others. Qualitative bibliographic research was carried out for 
descriptive purposes, using an EmNumeros panel built with the 
Tableau tool and Python’s data-mining program. For the progress 
of this article, they highlighted the importance of EV.g, acting as 
tools to enhance the civil service, by providing the qualification 
and knowledge of these professionals from the three spheres of 
government. have a fundamental role in the progress of the 
performance of public servants, which represents an evolution of 
services for the community and, as a result, increases the quality 
of services offered by the Public Administration. Consequently, it 
can be proven by the numbers informed in this article that the EV. 
g describes it as a means of reliably validating the training of civil 
servants, aiming at building active and responsible civil servants 
in their role in Public Administrations. 

Keywords - EmNumeros, Enap, Ev.g, Training, Public Servants, 
Enrollments, Schools of Government. 

 

I.  INTRODUCTION  
In Brazil, there are approximately 11.4 million public 

employees. The total number increased from approximately 5.1 
million to 11.4 million from 1986 to 2019. Divided among the 
three spheres of government (Union, States, Federal District, 
and Municipalities), in the three powers (Executive, 
Legislative, and Judiciary, being these three types: (public 
servants, public employees, and temporary employees). These 
data are available on the panel Em Numeros. In addition, a 
portal of courses offered by the Federal Government through 
the Virtual School of Government (EV.g) linked to the National 
School of Public Administration (ENAP) with various courses 
made available to civil servants of all expectations and 
communities. This availability is accurate data on the 
qualifications acquired by these publics [1]. 

  In this context, the Federal Government, through EV.g, 
concentrates a set of information on the training courses held, 
which may raise public interest, such as thematic areas, courses 
held, demand and public profile for the training offered, 
agencies that use these training courses, number of employees 
trained, and others. Thus, when the efforts to make this 
information publicly available, social control is encouraged and 
the analysis of information according to the most varied needs. 

So far, this unified base stores about 4.3 million registrations 
made between 2006 and September 2021 [2]. 

EV.g has its educational management system, available 
online, in which interested parties identify existing training 
courses, register to attend them, and perform the associated 
activities to complete the courses. From this environment, 
students have access to their course conclusion certificates and 
can check the validity of the documents issued by EV.g [3]. 

Through such a portal, since 2017, EV.g has used the culture 
of active transparency about the service provided, making its 
information publicly available without the need for a prior 
request from interested individuals [2, 4]. 

EV.g has adopted the culture of transparency through its 
portal, which provides access to data on training offered, 
enabling interested parties to make their analysis of the 
information provided and fostering social control [4]. 

The availability of information about training held in the 
scope of EV.g meets the Access to Information Law (LAI) [4], 
which establishes as a duty of public agencies to promote the 
disclosure of information of public interest, regardless of 
requests, so that the culture of social control and transparency 
established in public agencies. 

The remainder of this paper is organized as follows. Section 
II presents the related works. Section III describes the method 
for data analysis. In Section IV, the results are presented and 
discussed. Finally, Section V concludes the paper. 

 

II. RELATED WORKS 
The authors of [5] performed a study of the data related to 

the information present in the communication channels of 
ENAP. Although the referenced work verifies the data of only 
one course, in this article, the proposal indicates all the 
possibilities of information from the data coming from the 
databases. 

In Ferrarezi et al. [6], it was highlighted the creation of a 
system to register the history of courses taken by each public 
servant and a single register with possibilities to unify all the 
users’ information in a single place. However, this paper 
created no system, but we created an Em Numeros panel for 
management visualization and a data mining code. 



    [7] shows the importance of training for public servants, but 
it does not show real numbers, and the objective of this article 
is data mining for an understanding visualization for managers 
for various increments of new actions, thus evidenced by a 
panel called Em Numeros. 

    The authors from [8] researched approximately 1923 public 
servants who did not complete one or more distance learning 
courses developed by ENAP, more significantly the evasion in 
distance learning courses, and one-third of them responded to 
the survey via email. A Statistical Package for Social Sciences 
(SPSS) [9] data collection tool was used for statistical analysis 
from the information acquired in the survey sent to the public 
servants, and the results were as follows: women (53.9%) 
dropped out more from distance learning courses, primarily 
from courses without tutoring (54.8%). In contrast, men drop 
out more from courses with tutoring (52.3%).  In this paper, the 
proposal is very similar in which concerns informing data for 
decision making. Furthermore, the article itself reports mining 
of open data available for any information regarding the static 
of the courses and the student’s information about the courses 
offered to them. 

     In [10], the authors did exploratory research through a 
Survey with help from ENAP. They analyzed several 
distortions of incentive for the Federal Civil Servants where it 
was found a wage discrepancy between careers with the 
executive power and the three powers with similar 
responsibilities. This paper cited and evidenced that there is 
wage inequality between careers, but the authors do not deal 
with some training or even a breakthrough in promoting course 
incentives for these professionals Federal Public, but this paper 
shows real numbers of how many employees are performing 
training and which spheres they are part. 

     [11] has a proposal for an automatic plugin for encouraging 
messages and optimism for the Moodle platform. This proposal 
aims to reduce the dropout rates of students in courses 
registered by them. The proposal also aims to reduce the rates 
of these dropouts in courses offered by EV.g. The proposal of 
this article follows. Differently, the cited presents a message 
plugin in Moodle, and this article analyzes and reports in real 
numbers after data mining processing from the Moodle 
platform of the National School of Public Administration 
(ENAP). These results are available in a panel called Em 
numeros: https://emnumeros.escolavirtual.gov.br/ for 
management decisions within the ENAP. 

 

III. MATERIAL AND METHODS 
This section details the methods for checking the data 

integrity and extends it to the machine learning approach. As 
shown in Figure 1, the analysis is divided into four functional 
blocks. 

 
Figure 1: Block diagram of the proposed analysis for data 

integrity of Em Numeros Portal  

 

A. Data Extraction  

It is possible to visualize the cities of origin of those enrolled 
in the EV.G. courses gives territorial coverage in the Northeast, 
Southeast, and South regions, highlighting the large volume of 
enrolled students coming from the capital cities of these states. 
Still, in the indicators panel, as a first test of the public profile 
for the courses offered within the scope of the EV.g, we tried to 
identify the level of enrollment recurrence, what is the 
percentage of individuals who attend EV.g courses more than 
once. 

The panel presents a set of filters that give flexibility to the 
user to perform its analyses, allowing to filter the graphics by 
year of enrollment (2006 to 2021), the sphere of government 
(federal, state, or municipal), the sphere of power (executive, 
judiciary or legislative), theme, course, and offer (class). The 
restructuring of the panels reorganized the information 
employing more dynamic visualizations of the enrollments and 
courses held within the scope of EV.g. In addition, based on 
feedback about the published information, the portal may 
provide improvements in the services provided, visually 
presenting information that may be of interest both to the EV.g 
management and to any ordinary citizen. 

B. Data Pre-Processing  

The data pre-processing used Pandas, where we removed 
the inconsistent data and the outliers present in some courses. It 
is essential to remember that the personal data presented in the 
dataset were removed. Regarding the outliers, we used the 
Boxplot approach, where we can see the median and 
interquartile ranges in a good way of visualization. Figure 2 
shows an example of the outliers of the age of the enrolled 
students.  



 
Figure 2: Boxplot with the data before the data pre-

processing 

 

We used the Z-Score metric for this outlier removal which 
removes the value of observation above the mean value [12]. It 
is necessary to perform it because we avoid overfitting in our 
estimator. 

C. Data Analysis  

We propose a tool that can predict the number of students 
that will finish the course.  We use supervised machine learning 
algorithms once we have labeled data. Furthermore, we chose 
regression algorithms for this task. The analysis uses the 
Random Forest Algorithm [13], and to find the correct amount 
of estimators was computed with an array of [4, 8, 16, 32, 64, 
128, 256].  

 In addition to the mentioned machine learning algorithm, 
we decided to compare Support Vector Machines (SVM) and 
an Artificial Neural Network (ANN) of two hidden layers. After 
that, we got the training results for the four classes we defined 
for the first interaction (Dropout, Complete, Fail, Locked, and 
Not Completed). For the second training step, we defined to 
merge the classes into just two approved, which contain the 
complete status, and another class not-approved with the 
dropout, fail, locked, and not completed label. Once the dataset 
contains more than 27 columns, it is necessary to understand 
how the main features are correlated.  

The proposed ANN for this work was divided into four 
layers, where the input layer contains five perceptrons. Figure 
3 shows the proposed ANN. In this case, since we have a binary 
classification (Approved/Failed), we may simply use a single-
perceptron Output layer; If the output is smaller than 0.5, the 
student is approved; otherwise, the student fails. 

For each layer, we have as an input a matrix made by 
columns of features (in our example, we have four features, i.e. 
Student Age, Course Duration, Student Gender, and Course 
Workload), that we label as 𝐼=1, 2, 3, 4. Each of this features 
will have 𝑛 entries each feature is a vector  {𝑥(")}$ . The layer 
will have 𝑝 perceptrons, labeled by 𝑎=1,…,𝑝. Thus the output 

of the whole layer is a matrix  𝑂(")
($)

 given by: 

 

 𝑂(")
($)
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where 𝑤 is the weight vector and b is the bias.                  

 

 
Figure 3: Proposed ANN architecture 

D. Data Visualization  

The data downloaded from Portal Em numeros were used to 
create some charts to support the responsible for each course, 
follow the metrics, and take action at the right moment. Since 
the mentioned portal provides visual analysis, we needed to 
create another kind of visual analysis and a way to understand 
the students’ behavior of some courses. Figure 4 shows a 
dashboard with the data available in this open database. 

 
Figure 4: Dashboard available on Portal Em Numeros 

 

IV. RESULTS 
As mentioned in Section III, we used three different 

algorithms for comparison. We could verify the consistency of 
the data of a specific course because we chose the following 
features from the dataset: gender, the course workload, age of 
the student, and duration of the course. These features were 
selected using a Principal Component Analysis, where it was 
possible to see the feature’s interactions. After that, it was 
possible to perform the training of the machine learning model 



using a different number of classifiers. The dataset was divided 
into training based on 70% for training, 20% for testing, and 
10% for validation. 

Figure 5 shows the average loss per epoch for the Neural 
Network.  

 
Figure 5: Average loss by epoch 

 

We decided to use the precision metric of each algorithm for 
evaluation, because we just have two goal variables, such as 
Approved and Failed. This metric also gives us a measure of the 
relevant data points [14] [15]. It is important that we do not start 
treating a student who actually reproved as approved, but our 
model predicted as having it. Equation II defines this metric as 
a fraction of True Positives by the sum of True positives with 
False Positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	 = 	 %&'(	*+,$-$.(	(%*)
%&'(	*+,$-$.(	(%*)	/	012,(	*+,$-$.(	(0*)

           (II) 

 

After the setup of our environment test, we could compute 
the selected metric for the three algorithms. Table I shows the 
performance of them. We compared an ensemble algorithm 
(Random Forest), linear algorithm (SVM), and a Multi-Layer 
Algorithm (ANN).  

 

 

 

TABLE I: METRICS RESULTS FOR THE PROPOSED MODEL 

 Random 
Forest 

Support 
Vector 

Machines 

Artificial 
Neural 

Network 

Precision 0.73 0.83 0.91 

 As shown in Table I, the ANN is the best solution when you 
need to estimate an output based on two expected classes. 
Figure 6 shows the confusion matrix for this algorithm, it is 
another way to see the performance of our solution.  

Figure 6: Confusion Matrix of the proposed ANN  

 

V. CONCLUSIONS AND FUTURE WORKS  

In this work we propose a framework for a course approval 
based on Portal Em Numeros data. Our results, an accuracy 
close to 91% is obtained when the ANN algorithm is applied 
for this task. 

For future works, we expect to create an automatic data 
pipeline, using a tool called Airflow to automate our data 
extraction and allow us to improve the performance of our 
estimation and support the course coordinator to predict how 
successful the students will be. 
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